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ABSTRACT

A method is presented for modeling the wide-band, frequency domain electromagnetic
(EM) response of a three dimensional (3-D) earth to dipole sources operating at frequencies
where EM diffusion dominates the response (< 100 kHz) up into the range where propagation
dominates (> 10 MHz). The scheme employs the modified form of the vector Helmholtz
equation for the scattered electric fields to model variations in electrical conductivity, dielectric
permittivity and magnetic permeability. The use of the modified form of the Helmholtz equation
allows for perfectly matched layer (PML) absorbing boundary conditions to be employed through
the use of complex grid stretching. Applying the finite difference operator to the modified
Helmbholtz equation produces a linear system of equations for which the matrix is sparse and
complex symmetric. The solution is obtained using either the bi-conjugate gradient (BICG) or
quasi-minimum residual (QMR) methods with preconditioning. At this point four different
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preconditioners have been successfully implemented; Jacobi scaling, Block Jacobi, and both a
Neumann series and least squares polynomial. The most stable convergence properties are
offered by the QMR method, while least squares polynomial preconditioning produces the
greatest acceleration in convergence. In order to simulate larger, more realistic models than has
been previously possible, the scheme has been modified to run on massively parallel (MP)
computer architectures. Comparisons of the 1840 processor Intel Paragon to a high end
workstation ( an IBM RS6000-590 computer) indicates at least a two order of magnitude increase
in both computational speed and maximum model size that can be simulated by moving to the
MP machine. Three different geologic models are simulated to demonstrate the use of the code
for frequencies ranging from 100 Hz to 30 MHz and for different source types and polarizations.
The simulations show that the scheme is correctly able to model the air-earth interface and the
jump in the electric current normal to discontinuities. For frequencies greater than 10 MHz,
complex grid stretching must be employed to incorporate absorbing boundaries while below this
normal (real) grid stretching can be employed.

An iterative solution to the non linear 3-D electromagnetic inverse problem is obtained
by successive linearized model updates usiné the method of conjugate gradients. Full wave
equation modeling for controlled sources is employed to compute model sensitivities and
predicted data in the frequency domain with the 3-D finite difference algorithm. Necessity
dictates that the inverse be underdetermined since realistic reconstructions require the solution
for tens of thousands of parameters. In addition, large scale 3-D forward modeling is required
and this can easily involve the solution of over several million electric-field unknowns per solve.
A massively parallel computing platform has therefore been utilized for reasonable execution
times and results are given for the 1840 node Intel Paragon. The solution has been demonstrated
with a synthetic example with added Gaussian noise, where the data were produced from an
integral equation forward Vmodeling code and is different from the one embedded in the inversion
algorithm.

The three-dimensional electromagnetic inversion scheme has been successfully applied
to crosswell electromagnetic data collected at the Richmond Field Station near Berkeley
California. By comparing images of data collected before and after the injection of 50 000
gallons of salt water, a three dimensional image of the plume has been developed which shows
the location of zones of maximum permeability surrounding the injection well through which the
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saltwater has migrated. A resolution analysis has determined that the location of the plume is
fairly accurate. However the image of the geology will be distorted due to incomplete data
coverage. This latter problem is further complicated by the fact that data residuals indicate that
the wells are deviated from the vertical. These deviations have been demonstrated to cause

artifacts within the images and thus further reducing the accuracy of the images with respect to
the geology.
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CHAPTER I

INTRODUCTION _ .

The solution of the three-dimensional (3-D) eléctromagnetic (EM) inverse problem has
been a goal of geophysicists for many years. The search for this solution has been motivated by
its potential applications in mapping electrical conductivity, dielectric permittivity and magnetic
permeability. Knowledge of ‘these electrical properties are extremely important since they-are
“needed in hydrological modeling, chemical and nuclear waste site evaluations, mineral and .oil
and gas exploration and more recently reservoir characterization.

Unfortunately, the solution of the 3-D inverse problem is non trivial. One obstacle to
constructing a solution to this problem have been the scarcity of efficient forward modeling
solutions needed for computing model sensitivities and predicted data at fine parameterization
- levels. Tens of thousands of cells are needed to allow for smooth reconstructions, which
stabilizes the inversion process, but can require the solution of up to several million field
unknowns in the forward problem.

Nevertheless, great strides have been \made over the last decade in forward modeling
using staggered 3-D finite differences. Druskin and Knizherman (1988 and 1994), Smith (1992),
Wang and Hohmann (1993), and Newman (1995) all employ some type of staggered finite
difference grid (Yee,1966) to solve for the EM fields in both the time and/or frequency domain.
Yet even with these computationally efficient solutions, the complexity, and thus the realism of
the models that can be simulated on traditional serial computers is limited by memory and flop
rate of the processor. Moreover, implementation of a 3-D inversion capability that uses these
solutions is still not practical.

However, with the rapid advancements in massively parallel computers the limitation
posed by serial computers are disappearing. This is due to the fact that the rate at which the
simulations can proceed is dramatically increased because thousands of processors can operate
on the problem simultaneously. Because of this computational efficiency it is even possible to
propose a realistic attack on the 3-D inverse problem.

Outlined in this report is our approach to solving the 3-D forward and inverse problems
on an MP platform. For the forward problem we will examine in Chapter II the implementation

of a frequency-domain-finite difference (FD-FD) scheme based on a staggered grid. Building on
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this we will implement in Chapter III the corresponding inverse. Because the ultimate goal of
any inversion scheme is to use it to image field data, in Chapter IV we demonstrate how this
scheme can be used to design a 3-D crosswell survey, and then invert a crosswell data set
collected at the Richmond field station north of Berkeley California. Images before and after the
injection of a salt water plume will be compared to determine the location of the injected plume.
In addition, we will also show how the scheme can be employed to analyze the reliability of the

images as well as the accuracy and errors in the data.



CHAPTER II

THREE-DIMENSIONAL WIDE BAND ELECTROMAGNETIC MODELING ON
MASSIVELY PARALLEL COMPUTERS :

The recent advances in the forward modeling of electromagentic fields have been primarily
due to the rapid improvements in computer speed and memory. For compact bodies residing in a
layered earth, integral equation (IE) solutions (Tripp and Hohmann, 1984, Newman et-al.;-1986;
Xiong, 1992) offer the most efficient way of producing a solution. However, as the complexity
and size of the model grows, IE methods become numerically cumbersome. This is due to the fact
that a full matrix on the order of 3N needs to be solved, where N is the number of cells
represehting the structure. The IE method is too time consuming for general models because the
solution time for the matrix goes as (3N)3.

Recently, a series of papers have appeared that employ various approximations to the
integral equations governing the EM fields (Habashy et al, 1993; Torres-Verdin and Habashy,
1994; and Zhdanov and Fang, 1995b). For general models these methods are much quicker than
~ the full IE solution because they do not require the inversion of a large, dense matrix. However,
the approximations often exhibit limitations in terms of the frequency that can be employed and the
conductivity contrasts that can be simulated within the model. In addition, these types of
approximations have not been implemented in the radar range (> 10 MHz) where wave propagation
becomes important. Thus to ensure accurate calculation of the EM fields for general models over a
wide range of frequencies and material contrasts, a differential equation solution needs to be
employed.

Two different forms of differential equation solutions exist: finite difference (FD) methods
and finite element (FE) methods. The advantage of these techniques over integral equations is that a
linear system of equations results in which the matrix is very sparse. This property allows for the
implementation of iterative Krylov subspace methods to solve the system which are much more
efficient than direct matrix inversion. Although finite element techniques are more flexible in terms
of the geometry of the mesh that can be employed, we have chosen to employ a FD scheme. With
a FD scheme a well structured grid results which is acceptable for the models we plan to consider. .

Even with these computationally efficient solutions, the complexity, and thus the realism of
the models that can be simulated on traditional serial computers is limited by memory and flop rate
of the processor. However, with the development of massively parallel machines, the rate at
which the simulations can proceed has dramatically increased because thousands of processors can
operate on the problem simultaneously. In this chapter we examine the implementation of a FD
scheme on a parallel platform and demonstrate its usefulness over a wide frequency range for

different types of geophysical scenarios. In additional we will examine different types of Krylov



solvers and illustrate how the choice of the proper solver can have a dramatic impact on the
solution time.

THEORETICAL DEVELOPMENT

In order to simulate the EM response of a 3-D earth, we numerically solve the frequency
-domain version of Maxwell's equations using a finite difference approximation on a staggered grid
* (defined below) as outlineddy Yee (1966). The use of this type of grid has recently experienced
a gain in popularity in EM geophysical applications; Druskin and Knizherman (1988 and 1994),
Smith (1992), Wang and Hohmann (1993), Newman (1995) and Newman and Alumbaugh (1995)
all employ some type of staggered finite difference grid to solve for the EM fields in both the time
and/or frequency domain. As Smith has noted, a staggered finite difference grid is a natural for
solving such problems because it explicitly enforces the conservation of electric current and a
divergence free magnetic field. These are necessary auxiliary conditions that must be satisfied
when modeling the electromagnetic field.

" The FD solution we shall outline has been designed to compute the 3-D EM response for-a

- wide variety of earth properties for frequencies ranging from approximately 100 Hz up to 100
MHz. This scheme is an extension of the one outlined in Newman and Alumbaugh (1995) with the
major theoretical differences being 1) the incorporation of absorbing boundary conditions (ABCs),
and 2) the ability to model variations in magnetic permeability. The ABCs are required to simulate
the response of frequencies greater that 10 MHz where wave propagation becomes dominant over
lower frequency EM diffusion as without them, erroneous results are produced. We have chosen
‘to ‘employ the "perfectly -matched layer" (PML) absorbing boundary conditions originally.
developed by Berenger (1993) for 2-D time-domain calculations and later modified for 3-D by
Katz et al. (1994) and Chew and Weedon (1994). This method uses a modified form of
Maxwell's equations in which the absorption is incorporated through the use of complex grid
stretching. Here we discuss the theoretical development of the finite difference solution and leave
the discussion of the reasons for using the PML and its properties for a later section and Appendix
A.

Assuming a time harmonic dependence of elOt where i = sqrt(-1), the modified-frequeney

domain form of Maxwell's equations are given by Chew and Weedon (1994) as
V, xE! = —iouH" - ioMP (1)

and
v, xH' = (c +ine)E! + JP )



where

Vo=i——+ j——+ k—— 3)

and

Vp=it L it gl o @
X

In these expressions the electrical conductivity , magnetic permeability and dielectric permittivity
are denoted by o, |\ and €, respectively, the total electric and magnetic fields are defined by the
vectors, Et and Ht, respectively, and the source vectors, JP and MP, are current densities for
impressed electric and magnetic sources. In addition ¢; and h; for i=x,y,z are coordinate
stretching variables which stretch the x,y, and z coordinates. As shown in the Appendix A, when
e; and h; are complex then the medium is perfectly absorbing and the degree of absorption is
independent of the angle of incidence. ,

_.‘Because the fields are rapidly varying near the source, a finite difference solution for the
total field requires the grid to be finely discretized in this region. Matters are further complicated-
near the receivers because if too coarse a mesh is used in these locations, the numerical
extrapolation and differencing required for accurate output will be prone to inaccuracies. It is easy
to comprehend that employing a very fine grid near the source and receiver limits the size of the
model to be calculated due to storage overhead, especially if results are going to be calculated for
- multiple source positions and frequencies. To.avoid these problems we have chosen to work with
the scattered field versions of the modified Maxwell's equations (see Appendix B for the
derivation) which have the form

Ve XE® = —iouH® + (- p JHP (5)

and
V, xH® =(c+iwe)E® + [(o - csp) + im(e - ep)]EP. (6)

In these equations ES and EP are the scattered and primary electric fields (Et= EP+ ES), and HS
and HP are the associated magnetic fields with Ht= HP+ HS. Note that MP and JP have now been

replaced by the equivalent sources ([..L —-Up )Hp and[(cs - cp) + im(s —€, )]Ep , respectively where

the 'p' superscript designates a primary or background field, and the 'p' subscript the value of the
background material properties. These background values can be for that of a whole space, a



layered half-space, or some previously run model for which the results were saved to be
incorporated as the primary field. For all of the examples presented here, a whole space
background has been assumed.

The benefit of this formulation is that if the source is removed from zones of anomalous
conductivity, then this equivalent source exhibits a smoother spatial dependence than that of an
impressed dipole. Thus the fields are better behaved in the vicinity of the transmitter. It must be
mentioned, however, that if the source is within a region of anomalous properties, then problems:
can arise due to the rapid variation of the primary field within the equivalent source terms. This
phenomenon will be addressed below.

Employing the standard finite difference approximations and solvers described below,
Newman (1995) has found that solving the coupled equations (5) and (6) works extremely well
when both the source and receiver are buried fairly deep within the earth, for example in a
crosswell simulation. Unfortunately, when the solution of the fields in the air above the earth is
required at frequencies where the dielectric term is unimportant (® < 27t X 10 Mhz ), expressions 35
and 6 numerically uncouple because G +ime = 0. In our experience this makes the solution_of
these first order equations either slowly or non-convergent due to ill conditioning of the matrix.-To

alleviate this problem, we can work with the vector Helmholtz equation for the scattered electric
fields:

—%V ¢ X E® = —imp, (0 +ioe)E® ~ imup[(c - cp) + im(e - ep)]EP ¢))

—ioopL,V X [(u —uup )HP]

This formulation, which is derived in Appendix B, is numerically easier to solve than the coupled

th

equations. In addition, this form of the equation produces a linear system of equations in which the
matrix is complex symmetric.

NUMERICAL SOLUTION

The Finite Difference Approximation

To cast expression (7) into a system of linear equations, we discretize the earth (and the air
above) into a mesh of rectangular blocks. Again, because we are employing the scattered field
formulation, this grid does not need to be finely discretized near the source unless it is located
within or near a region of anomalous electromagnetic parameters. To solve for KES as given in
equation (7) we employ a staggered grid (Yee, 1966) for each component of the field as shown in
Figure 1b. For a single cell this corresponds to sampling the electric fields along the edges of the
cell, and the magnetic fields on the faces (Figure 1a).



The above formulation requires that the admittivity, defined as y = 6 + iwe, be computed
halfway along a given cell edge in Figure 1. Wang and Hohmann (1993) showed that for low
- frequency calculations, an average conductivity can be evaluated by tracing out a line integral of the
magnetic field centered on the midpoint of the cell edge. Using their formulation, the resulting
admittivity is simply the weighted sum of the admittivities of the four adjoining cells. For

example, in Figure 2 the averaged admittivity in the y direction at (i+1, j+ %—,k+1) is given by

A A A

A + A + A + A
Y i,j+%,k i,j+%,k Y i+1,j+%,k i+l,j+%,k Y i,j+—;—,k+l i,j+%,k+1 Y i+1,j+—;—,k+1 i+1,j+%,k+1

A | +A | +A 1 +A
i ]+-2-,k i+1, ]+5,k i ]+5,k+1 i+, ]+§,k+1

A

Yavg =

®)
where .A.i Ry is a weighting function that is based on the cross-sectional area of each cell that is
3 59
bounded by a line integral. This scheme is a simple application of Ampere's law.

Similarly, the magnetic permeability is averaged across the cell faces to correspond with the
location of the magnetic fields. A simple relation can be derived, where this permeability is a
geometric average of the two permeabilities of the neighboring cells such that the normal
component of the magnetic induction, B=pH, is continuous. For example, in Figure 2 the average
permeability corresponding to H, at the face (i+1,j+1/2,k+1/2) uses the permeability properties of
cells (i+1,j,k) and (i,j,k), and is given by

(xi+3/2 = Xit1/2 )Ui+l, jkWi,j k

Xi+3/2 ~ Xi+1 )Mi, jkt (xi+1 - xi+1/z)ui+1, ik

Havg = ( ®)

Notice in equation (7) that if the first term of the right hand side is moved to the left side, then
it contains both the derivatives as well as the unknown scattered field values, while the right hand
side consists of the known equivalent source values. Thus we can set up a system of equations
which are written in matrix form as

KE =s. (10)

where K is an NXN complex-symmetric matrix containing the numerical approximation of the
spatial derivatives in equation (7) as well as the model electrical properties, s is the primary field



source vector and Eg is the scattered field vector we wish to solve for. To assemble a linear

system of equations, we employ Dirichlet boundary conditions with the tangential electric fields at
the edges of the grid set equal to zero. Unwanted reflections are avoided by either real or complex
grid stretching as described below. The explicit formulation for the finite difference solution is
given in Appendix C.
The solution vector is obtained by using preconditioned Krylov subspace techniques.
" These methods are among the fastest solvers currently available for-large sparse systems-of-
equations. These methods also efficiently map to a parallel computer architecture. A brief
description of the Krylov solvers employed is given in the next sections.

After the scattered fields at the grid points have been determined, the fields at the receiver(s)
must be calculated. The electric fields are simply calculated by bi-linear interpolation of the values
at the nodal points surrounding the receiver point. The magnetic fields at the receiver are calculated
by first taking the numerical approximation of the curl of the electric fields surrounding the
receiver, and then interpolating to the point of interest. It must be noted that when receivers lie on

“or close to an interface where the material properties abruptly change, special care must -be

exercised in computing the fields because of discontinuities in their normal components across this
boundary.

The Krylov Subspace Solver

The best known Krylov subspace solver is the conjugate gradient (CG) technique proposed
by Hestenes and Steifel (1952). With this method the iterates proceed to minimize

r=KEg-s : (11)

along a series of orthogonal search directions which are generated with variations of the
inexpensive recursion relation developed by Lanczos (1950). Unfortunately the CG technique does
not work for our problem because K is complex symmetric and not Hermitian. However, a
number of Krylov algorithms have been developed for handling non-Hermitian systems. Though
a reduction in the error is not guaranteed at each iteration and thus the convergence is generally
erratic, these techniques have proven successful in reducing the error to a predetermined level
within an acceptable number of iterations. The most widely used of the techniques is the bi-
conjugate gradient (BICG) method first employed for electromagnetic modeling by Sarkar (1987)
and more recently for magnetotelluric modeling by Smith (1992). Here we have examine both this
method as well as the quasi minimum residual (QMR) technique proposed by Freund (1992), who
has determined that these two methods offer the best trade off between solution accuracy and speed

for matrix systems that are complex symmetric. In order for the reader to better understand the
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parallelization of the FD scheme as discussed below, a general description of these routines is
given here. For a more explicit description, the reader is referred to Freund (1992). —
To illustrate the computational nature of the BICG and QMR routines, the algorithms have
been decomposed into four mathematical operations which dominate the run time. These
operations are listed in the left column of Table 1, with the most computationally intensive
operation at the top of the column, and the least involved at the bottom. This table has been

- designed to show the number of times each operation is employed within the main body of the two.
Krylov schemes.

Number of times used
within the Lanzcos recursion
Operation BICG QMR
Vector-Matrix 1 1
Multiply
Vector Dot 3 4
Product
Vector Addition/ | _ 3 6
Subtraction
Vector Constant 3 9
Multiply

Table 1 - The type and number of major mathmatical operations incolved in the BICG and QMR
schemes.

To initialize both routines, a starting solution vector Eg is chosen, the residual given by
equation 11 computed, and then various vector-matrix and vector dot products calculated. After
this initialization process has been completed, the Lanczos recursion begins. As it can be seen, the
QMR method is more computationally intensive than the BICG, and thus will take more time per
iteration to complete the necessary calculations. However, as explained by Freund (1992) this
added complexity is offset by stability which will be demonstrated below. Note that when using
this method, s has to be reconstructed for each new source, and both K and s for each frequency,
i.e., the process has to be reinitialized for each new source and frequency. However, if successive
source positions and/or frequencies do not exhibit large differences from one another, then a
bootstrapping technique can be performed where the previous solution vector is used as the initial
guess (Eg) for the new model. Newman and Alumbaugh (1995) have found that for airborne

simulations this process can offer a time savings of up to 15%.
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Preconditioning

In order to accelerate the convergence of the BICG , QMR and other Krylov methods,
preconditioning can be applied to the linear system. This process reduces the condition number-of
the system matrix by finding some approximation (M"l) to K™!, and then mu}ltiplying through
the system by this matrix (Barrett et al, 1994). To this point several different preconditioning
schemes have been implemented and tested including modified incomplete Cholesky methods, two
- -different polynomial preconditioners, a block Jacobi method,-and.a simple.diagonal .or. Jacobi -
scaling. An excellent overview of all these methods can be found in Barrett et al. (1994).

The Jacobi scaling is the easiest to implement as it only has to be applied once before the
Krylov routine is called. In addition we have found that this diagonal scaling can accelerate the
convergence rate of other preconditioners if it is applied prior to solution. This routine involves
modifying equation (10) such that the linear system looks like

[ J—1/2KJ-1/2] JU2g, = 12 (12)

where J; =0for i #j, and J; =./K;; for i=j. The modified matrix [J_ll K3V 2] is still

complex symmetric but with unity on its main diagonal. Because this scaling is always applied, the
scaled fields (J v 2Es ) must be rescaled back to their true values after an acceptable convergence
has been obtained.

Unlike Jacobi scaling, the other preconditioners work by modifying the residual at each
~ “jteration in-order to obtain a better-estimate-of the optimal search-direction, i.e., they .must-be.
recalculated and applied at each iteration within the BICG and QMR routines. For more detail the
reader is again referred to Barrett et al. (1994).

Smith (1992) showed excellent convergence acceleration in magnetotelluric modeling using
the incomplete Choelesky/DKR preconditioner, and thus our first attempts at finding a more robust
preconditioner for our system employed this factorization technique. However, we have found that
this method requires additional memory that severely limits the size of the problem that can be
simulated: This is due to the fact that any incomplete decomposition method requires the storage of
a matrix with equal size to K. Because of this extra memory requirement, we have not pursued this
method any further than an initial implementation.

The remaining preconditioners that have been implemented operate without any limitations
of memory. The block Jacobi method works by partitioning the variables into subsets, forming a
square matrix from each subset, and then inverting each of these sub matrices. The resulting
preconditioning matrix is then block-diagonal. Here we have chosen to employ a subset composed
of the three unknowns assigned to a given nodal point.
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Two different polynomial preconditioners have also been implemented. A Neumann series
polynomial (Dubois et al.,1979) employs a truncated form of a Neumann series expansion of K to
approximate K! , 1.e..

1 _ 1 n .
M1l=—(1-G) == TG (13)
i( ) §i§0
where
1
G=I--K. 14
E (14)

The idea here is that the series will converge as long as & is chosen to be equal to one half the

spectral radius of K (Shadid and Tuminaro, 1994). A least squares polynomial (Saad, 1985) uses
a different approach to find a polynomial, M~!, that minimizes the function

- M KIP. (15)
Here, the expression N
nt )
M= 31K (16)
i=0

leads to the least squares polynomial. Because we are employing a library of preconditioners that
was originally designed for real systems and has since been adapted for complex systems, the
coefficients (T;) are approximated by assuming that all eigenvalues of K lie on the real axis
between 0 and the infinity norm of K (Shadid and Tuminaro, 1994). While our problem violates
this assumption, it is still possible to accelerate convergence, and the convergence properties for all
of the preconditioners are discussed below in the section entitled "Numerical Characteristics of the
Krylov Solvers".

PROPERTIES OF THE PML ABSORBING BOUNDARY CONDITION

The PML absorbing boundary condition developed by Berenger (1993) was chosen over
other ABC's for two reasons: 1) it is naturally parallelizable as opposed to an integral boundary
conditions such as the one give in Duskin and Knizerman (1994) and 2) it leaves the matrix
complex symmetric-which-is not true of many other ABC's such as.the Bayliss-Turkel and Liao
conditions (Chew, 1990). In addition the incorporation of complex grid stretching involves only
slight modifications to the existing serial version of the code making it very easy to implement, and
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unlike the time-domain solution the frequency domain version does not require the amount of
memory to be doubled.

Although their calculations employ the coupled modified Maxwell's equations in the time
domain, Chew and Weedon (1994) develop theory in the frequency domain to demonstrate how
lossy, non-reflecting conditions are created along the mesh boundaries. Using their type of
analysis we demonstrate that these same properties hold for the scattered electric. field Helmholtz
~equation-in-Appendix-A. Here we explain-the-physical characteristics -of the.complex.stretching -
variables, how they are implemented, and briefly describe how they affect our linear system.

The complex stretching parameters are assigned a value of the form 1+a+ib, and the
method in which they are incorporated into the discrete finite difference equation is given in
Appendix C. On the internal portion of the mesh, a=b=0 such that the modified Helmholtz equation
reduces to the normal form. Near the edges of the mesh ejand &; for j=x,y, and z are allowed to
vary over several cells, but only in the direction that is perpendicular to the boundary. For example
along the +z boundary e, =h,=ey=hy=1, and only ez and h, are allowed values of g and b that are
not equal to zero.

Because we are solving an implicit rather than explicit system, we have found that in order
to incorporate a given amount of loss, or -attenuation, across a number of cells serving as the
absorbing boundary, it is better to set a and b constant rather than gradually increasing their value
toward the mesh boundaries as suggested by Berenger (1993); gradually increasing their value
results in a greater number of iterations needed to achieve convergence. Simple MATLAB
experiments have shown that this is due to the fact that the condition number of the matrix K
increases as the ratio between the complex amplitudes of the largest and smallest cell dimensions.in
the mesh increases.Thus gradually increasing the stretching parameters outward will produce a cell
along the edge of the mesh which is effectively much larger than any of the cells in the model that
has employed a constant stretching. Because the smallest cell size is the same in either case, the
solution of the model that employs the gradual stretching will take longer to converge.

Currently, we are investigating methods for choosing optimal stretching parameters for a
given frequency and background wave number, defined as

K=\/imup(op+icosp)=oc—-i[3 a7n

where o and B are both real. This analysis is based on the assumption that the loss that is
incorporated through complex grid stretching is caused by 'pseudo’ electrical parameters within
cells of constant size. Through this assumption we can develop a pseudo-skin depth in each cell
which is defined by
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ps _
o +Ba (18)

and a pseudo-wavelength defined as

ps 1
A cxa—Bb' (19)

To this point we have found that for frequencies greater than 1MHz, accurate results and quick
solution convergence are achieved when a and b are chosen such that five pseudo-skin depths of
attenuation are provided for across the stretching region without out significantly changing the
pseudo wavelength from that of the natural background wavelength. At frequencies below 100
kHz the analysis seems to become more difficult as the manner in which the grid is stretched can
significantly alter the convergence of the system. In general at these frequencies we have obtained
good results using only real grid stretching; i.e. setting b=0 and varying onlya. o

PARALLEL IMPLEMENTATION ON MULTIPLE INSTRUCTION MULTIPLE
DATA (MIMD) COMPUTERS

As mentioned in the introduction, the original serial version of the code has been modified
to run on massively parallel MIMD (multiple instruction multiple data ) machines which can have
thousands-of processors. This was a necessity in order to simulate more realistic models than has
previously been available. These parallel machines are employed by assigning a given number of
processors in each direction (nx in x, ny in y and nz in z) such that the total number employed is
equal to nx*ny*nz. The model is then broken up across the processor bank such that each
individual processor is in charge of a 3-D subset of the model. Because each processor needs only
to make the necessary calculations for this subset, and because all of the processors are making the
their appropriate calculations simultaneously, the solution time is reduced by a factor which is
approximately equal to the number of processors employed.

The first step in converting the serial version of the code to a parallel version is to divide the
problem up among the processors such that it is optimally load balanced. This preprocessing step
is necessary to ensure that large banks of processors are not standing idle for long periods of time
while a single or small number of processors complete their calculations. As one would imagine,
this type of scenario is an extremely inefficient use of resources. Rather the problem is broken up
such that each processor has as close to an equal number of unknowns as possible for which to
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solve. In the ideal case where the number of nodes is equally divisible by the number of
processors in all three directions, then each processor will contain the same number of unknowns.
However if the number of nodes in a direction is not equally divisible by the number of processors
such that there is a remainder r, then the model is divided up such that the first » piocessors contain
g+1 nodes in that direction where g is the integer quotient. The remaining processors then contain
only g nodes.

" “The second issue that needs to be addressed is the manner in which the model is input—TFe-
accomplish this, we have decomposed the input data into two different sets: a global data set and-a
local data set. Global data are those variables that each processor needs to know such as the source
and receiver positions, the frequencies, what type of solver is being employed, the location of the
mesh nodes, etc. These form a fairly small data set which can easily be read in by a "lead"
processor and then "broadcast” to all other processors. The second type of input is the local data,
or local model parameters ( conductivity, dielectric permitivity and magnetic permeability) that are
assigned to each cell within the model. These data are input differently then the global data for two
reasons; 1) with increasing model size, the input file containing the material properties can easily.
exceed a hundred megabytes, and 2) because each processor is in charge of a small subset of the
model, the portion of local data needed by a given processor will be different from any other
processor. Because each processor contains only a small amount of local memory, a single
processor can not read in this large file and then distribute the data across the machine. To get
around this problem the local data is broken up into multiple files, one for each processor, which
are then read in individually. Additional time savings can be incorporated by distributing these
~“multiple files across-a-parallel disk system which allows several files to be read in simultaneously.-

After the data have been accessed, each processor constructs its own portion of the
stiffness matrix K and source vector s, and then proceeds to solve for its portion of the solution
vector. However as Table 1 indicates, each iteration within the solver routines requires one
matrix-vector multiply and several vector dot products. These operations pose problems because in
order to complete them, information must be exchanged both between all of the processors as well
as small subsets of processors. The dot products are fairly easy to implement as they involve 1) a
local calculation in which each processor computes the dot-product of its portion of the solution
and residual vectors and 2) a global calculation in which all the local calculations are "gathered" by
the lead processor, summed, and the result broadcast across the machine.

The vector-matrix multiply is more difficult to implement because it requires that each
processor communicates with those "neighboring" processors that contain adjacent portions of the
model. This is deduced by closely examining the finite difference stencil in Figure 1b. For
example, in order for the processor containing node (i,j,k) to complete its vector-matrix multiply in
a given iteration, it will need to know the current values of the appropriate unknowns assigned to
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adjacent nodes. However, if (i,j,k) lies on a boundary such that nodes (i,j+1.k-1) and (i,j+1,k) are

-assigned to a different processor, than the processor containing (i,j,k) will need to receive.the

updated values of those particular unknowns from the processor containing (i,j+1,k-1) and
(i,j+1,k), and vice-versa. Thus the next and most difficult step in implemcntiﬁg the code on a
parallel machine is to determine the stencil which, defines the neighboring processors that each
processor must communicate with, and which unknowns will be communicated.

-~ - This-is-accomplished in the following manner. If we assume.that each processor.contains-
- only a single node, then we can imagine it as a cubic shape enclosing node (i,j,k) as well as all

other nodes in Figure 1b. Careful examination then indicates that there are two types of
communication that each processor needs to execute with its appropriate neighbors. The first type
of communication will occur across the "faces" of the cube. For node (i,j,k) this implies
communication with those nodes directly connected to it by the gray lines of the finite difference
stencil, i.e., nodes (i-1,j,k), (i+1,j.k), (i,j-1,k), (i,j+1,k), (i,j,k-1) and (i,j,k+1). In addition, node
(i,j,k) will receive two unknowns from each node located in a positive direction ((i+1,j.k),
(ij+1,k), (i,j.k+1)) while sending each of these nodes all three unknowns assigned to it. The
situation is reversed for those nodes in the negative direction as (i,j,k) receives 3 unknowns from
each of these while sending only two. The second type of communication occurs across certain
"corners" of the cube, and involves those nodes which are not directly connected to (i,j,k) by the
stencil lines, for example node (i+1,j,k-1). This type of communication requires only one
unknown per node being communicated each way. If we now expand the idea such that each
processor cube contains a 3-D distribution of nodal points, then we can develop the processor

. o . . . . . fq 0 .
~communication stencil -shown in Figure 3. Thus if the processor we are interested in containsa

certain block of the model and is represented by a cube at the center of the stencil in Figure 3, then
the processors, or portions of the model that it needs to communicate with are arranged about it in
the manner illustrated.

The last issue to be addressed is the data output. Because for any given source we only
need to know the results at only a limited number of receiver positions, all of which may lie on the
same processor, the data output is inherently non-parallel and is accomplished in the following
steps. 1) Each processor determines which processor holds the portion of the model that contains
the receiver position. 2) This "receiver" processor then determines if it need any values from
adjacent processors, completes the necessary point-to -point communication with those processors,
and then does the necessary bilinear interpolation. 3) The results are then sent to the lead processor
which outputs them to disk.

To this point the code has been implemented on two different MIMD machines available at
Sandia National Laboratories, the 1840 processor Intel Paragon and 1024 processor NCUBE, and

run time characteristics for the Paragon are given below. To provide for the required message
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passing on these two machines we have chosen to employ the Message Passing Interface (MPI,
Skjellum et al.,1993) rather than using machine specific commands. This provides portability to
the code as it will be able to run on any parallel machine and/or distributed network of machines-en
which this public domain library is available. )

DEMONSTRATION OF THE FINITE DIFFERENCE SOLUTION
~=----Tovalidate the numerical solution and show its .versatility,-we.have.simulated. three.
different models which represent measurement configurations that might be employed in the field.
Two of the simulations involve one dimensional geometries, i.e. layers, and are compared against
a one-dimensional modeling code developed by Ki Ha Lee at Lawrence Berkeley National
Laboratory. This code can incorporate layers of varying thickness, conductivity, dielectric
permitivity and magnetic permeability, and can calculate the response for both electric and magnetic
dipole sources oriented in any direction for normal induction frequencies up into the radar range.
The third model involves a comparison against a three dimensional IE solution given in Newman et
- al: (1986). The run time characteristics for the different models will be mentioned here, however,.a

more thorough analysis of this property is given for two of the models in a subsequent section. In
all of the cases presented, the background dielectric constant and magnetic permeability were both
assumed to be that of free space, and only the background conductivity varies from one model to
the next. In addition, the Krylov solver was assumed to have converged to an adequate error level
when [r®/|s|* was found to be less than or equal to 1.0x10-8. This error level is empirical and is
based on extensive comparisons of the solution with other numerical solutions and scale model
-experiments (Alumbaugh and Newman, 1994).
Airborne Simulation

-

The first example crudely simulates an airborne experiment where both a VMD and x
directed HMD are located 20m in the air over a 100 Qm half space of varying magnetic
permeability (Figures 4a and 5a). The sources are operating at 0.9 kHz, 7.2 kHz and 56 kHz, and
eight receivers are located at the same height as these sources at five meter intervals in x. To
calculate this with the 3-D finite difference code, the earth and air were divided into a 54 x 43 x 53
cell grid which yields a total of 3.7x103 unknowns for which to solve. To avoid reflections off the
mesh boundaries normal grid stretching (i.e. b=0) was employed to move them out to + 320m in
X, £ 300m in y, and -310m and +240m in z where the air-earth interface is at Om. The smallest cell
size employed was 5m x 5m by 2.5m and was employed at the air-earth interface underneath the
source-receiver array. The largest cell size employed was in the corners of the mesh and was 20m
x 20m x 20m. A background conductivity of 6=1.0x10-16 S/m was assumed to simulate the
electrical properties of the air.
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Figure 4 shows a comparison of the magnetic fields when the permeability of the half space

is set equal to po, These results have had the free space response removed such that only the
‘fields which have been back-scattered off the earth are plotted. Although the comparison. for both
sources is excellent, the results for the HMD are especially exciting as the correct solution for this

- polarization requires all vertical electric fields within the earth to go to zero; it appears that the FD
solution is capable of doing so. However, the solution for the HMD takes longer than that of the
VMD which indicates that this is a harder problem to solve. o=

It must be noted that in order to get the good comparison in the real components at 0.9
kHz, the edges of the grid had to be moved further away from the central region of the model to
mitigate reflections. This was accomplished by setting a=1.0 and b=-0.5 for 10 cells along each
boundary such that the additional stretching applied to each cell in this region was 2.0-0.5i. The
solution took 21% longer to converge but the results were much more accurate. In addition we
found that using a combination of real and imaginary grid stretching worked better that using either
alone; if only real grid stretching was employed the results were not as accurate while if only
imaginary grid stretching was employed the solution would not converge. This again emphasizes
the need to complete a more thorough analysis of these absorbing conditions to determine how they
affect linear system at lower frequencies, and to define a more rigorous approach in choosing
them. )

The solution convergence times for the VMD source using 100 processors and the QMR
scheme with Jacobi preconditioning was 113 seconds at 0.9 kHz, 73 sec at 7.2 kHz and 59 sec at
56 kHz. Even though this is a very small problem that uses only a limited number of processors,

e -the quick turn-around time clearly illustrates the advantage of using the parallel processors; running,
this same model on our high end workstation ( an IBM RS600-590 ) took over an order of
magnitude longer. In addition, these results illustrate the convergence pattern that has been
generally observed for frequencies below 1 MHz with the higher frequency simulations converging
quicker than the lower. A more thorough description of the convergence properties for the HMD is
given in the section on the runtime properties below.

In Figure 5 the results have been plotted for a half space in which the permeability is set
equal to 5*|p. Notice that once again the comparison between the 3-D and 1-D results is excellent.
Also note the large differences between these curves and those for the non-permeable halfspace
(Figure 4). This demonstrates that the 3-D code is correctly modeling variations in this property.
Finally , due to the increased scattering caused by the high magnetic permeability of the half space,
the 0.9 kHz results did not require complex grid stretching in contrast to the corresponding
example given in Figure 4.
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Crosswell Simulation
 The second example is a crosswell example which simulates the EM monitoring of an
~enhanced oil recovery process such-as-the one.examined in Wilt et al. (1995b). As shown-in
Figure 6a, a conductive block representing either a hot water or steam stimulation is placed in a 100
Qm layer representing an oil bearing layer. The reservoir is bounded above and below by 20 Qm
layers which was assumed to be the resistivity of the background whole-space. Two wells are
located 100m apart on each side of the block -and in the first simulation a VMD source-is-located-
40m above the layer (Figure 6a), while in the second case (Figure 7a) the source is within the
layer.

The grid size of 82 x 62 x 63 cells yields a total of 9.6x105 unknowns for which to solve.
(Note: this is too large of a problem to solve on our IBM workstation.) To avoid reflections off the
mesh boundaries, the grid was 800 m long in x, 600 m long in y and 600 m in in depth (z). The
largest cell size employed at the boundaries was 20 m x 20 m x 20 m, while within the body a
minimum cell size of 2.5 m x 2.5 m x 2 m was employed. Again Jacobi scaling was used to
precondition the system and in this case 252 processors were employed on the Paragon. The total
run time for both sources and all three frequencies was 35 minutes, with the 0.1 kHz simulations
taking approximately 5000 iterations to converge, the 1.0 kHz simulations taking 2000 iterations,
and the 10 kHz runs taking approximately 700 iterations.

To check the finite difference results we calculated the reponse of the block in a layered half
space using the integral equation scheme described in Newman et al. (1986). To discretize the
block, cubic cells 5 m on a side were employed, which resulted in a model that took a few minutes

- to-run-for-each frequency on our IBM RS6000 workstation. The comparisons .are shown for the. -
horizontal magnetic fields in Figures 6b and 7b, and for the vertical fields in Figures 6¢ and 7c.
Notice that in all cases the comparison between the two solutions is excellent. It is especially
promising that even when the source is located within a zone of anomalous conductivity (Figure 7)
the comparison is very good even without fine discretization about the transmitter. This property
will be addressed again in the next example.

Figures 8 and 9 show results for the same exact geologic model as given above with the
VMD source replaced by a vertical electric dipole (VED) source. Thus here we are comparing the
horizontal and vertical electric fields-for the two solutions. Figure 8 shows that for the source
located above the layer the results are in excellent agreement. Even the rapid discontinuity at the
layer boundaries in the z component of the field is mapped, although it is done so in a slightly
smoother fashion. This smoother transition for the FD calculations is to be expected due to the
manner in which the conductivity is averaged between adjacent cells. The solution time for this
model was slightly longer than that of the VMD with the 0.1 kHz simulation taking approximately
6000 iterations, the 1.0 kHz 2300 iterations, and the 10 kHz run taking 780 iterations.
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The comparisons shown in Figure 9 with the VED source within the layer, though very
good, were much more difficult to obtain compared to the three other crosswell examples given
- -above. The most serious problem presented to the FD solution was that.the VED source.was
located in a zone of anomalous conductivity. When the background wholespacé was assumed to
be 20 Qm the results did not compare very well. In fact the amplitudes were off by almost an order
of magnitude. To get the good comparison shown in Figure 9, a background of 100 Qm, i.e.,
equal to that of the layer was assumed. This result clearly demonstrates that when the source is-
located within or near a region of anomolous electromagnetic properties, caution must be exercised
- depending on the source type and polarization as the results will not always be as accurate as they
were for the VMD source in Figure 7.

It must also be mentioned here that although the results in Figure 9 compare very well, the
comparison is not nearly as good as it was for the other cases, especially in the amplitudes.
However, we believe that this is not the fault of the FD scheme, but rather a discretization problem
with the IE solution. We have arrived at this conclusion because in order to obtain the results
- presented above, the descretization within the block of the IE model had to be cut in half such that
the cubic cells were 2.5m on a side; if a Sm cubic cell was employed the comparison was much
worse. This produced a model which took approximately 3 1/2 hours per frequency to run on our
IBM workstation. Thus we could not try to further improve the comparison by more finely
~ discretizing the IE solution as this would have resulted in a model which was too large to simulate.

High Frequency Simulation and the Need for Absorbing Boundary Conditions

- == The "VETEM" (Very Early Time ElectroMagnetic) project:is an attempt to build-an
electromagnetic prospecting system that operates above traditional geophysical induction
frequencies (100 kHz) yet below ground penetrating Radar frequencies (~100 MHz) (Pellerin et
al., 1995). The system will be useful in locating buried hazardous waste as well as the boundaries
of trenches and landfills where the waste has been dumped. To help in the design of the system,
various forward modeling codes are under development which should yield valuable information
about the type of source and polarization to employ, what components of the fields should be
measured, what source-receiver offsets should be employed, etc. It was the need for modeling at
-these high frequencies that initiated a search for absorbing boundary conditions that would both
preserve matrix symmetry as well as map appropriately to a massively parallel platform.

To illustrate the accuracy of the code at these frequencies and the need for absorbing
boundary conditions, the model shown in figure 10a has been employed. This example was
designed to simulate a test site at the Colorado School of Mines where a prototype of the VETEM
system known as the "High Frequency Sounder" (Stewart et al., 1994) was first tested. The
model is particularly difficult to simulate because of two conflicting conditions that are imposed by
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the material properties; 1) the wavelength in the second layer at 28.5 MHz is approximately 1.6m

which requires a maximum cell dimension of 0.16m to avoid grid dispersion (Chew, 1990, p 244)

and 2) the skin depth in-the first layer at-that same frequency is 17.8m which requires -the

boundaries to be placed very far away to avoid reflections off the grid. The smalt cell size coupled

- with the large distance to the boundaries produces a very large mesh if no absorbing boundary

conditions are employed. In addition, as demonstrated below, simply enlarging the cells at the

boundaries as we have done -in the previous examples does not work and actually can make.
conditions worse due to grid dispersion. Thus absorbing boundary conditions are needed.to solve

the problem.

Throughout most of the following examples, a 120 x 120 x 120 cell mesh was employed
with a constant cell size of 0.15m in the x and y directions. This places the total distance across
the mesh at 18m. In z, the maximum cell size was also 0.15m, with a minimum cell size of 0.13m
to accommodate the layer thicknesses. Note, this mesh produces a total of 5 million unknowns for
which to solve, which is much too large a problem for all but a supercomputer. The VMD source
was placed at the center of the mesh in x and y, i.e., 9m from each boundary, and a background
conductivity of 6=1.0x10-16 S/m was assumed. The solution convergence times for the models
with different types of boundary conditions will be examined below.

In Figure 10b the horizontal and vertical magnetic fields calculated with the 3-D code and
no absorption have been plotted against Lee's 1-D solution. It is immediately evident that the 3-D
solution begins to break down at about 15 MHz, and we can assume that this is due to reflections
of the mesh boundaries contaminating the solution. Doubling the size of cells along the mesh
boundaries , i.e..using normal grid stretching, does not help matters. Figure 10c shows that poor
results occur when a real stretching parameter a=1.0 is employed along 25 cells of each boundary.
However , when complex grid stretching is employed the results are much better. Figure 10d
shows that when a stretching parameter of b=-0.6 is employed along 25 cells of each boundary,
the fields calculated with the 3-D solution match those of 1-D solution almost exactly.

In Figure 10e we demonstrate how the absorbing boundary conditions can be employed to
shrink the size of the mesh. - In this case a 72 x 72 x72 mesh was employed, and again a
maximum cell size of 0.15m x 0.15m x 0.15m was used. This small mesh size places the
boundaries only 10.8m apart. In Figure 10e we have plotted the calculated fields that result from
employing a complex grid stretching parameter of b=-2.0 along 10 cells of each boundary. Notice
that the 3-D calculations again agree almost exactly with the 1-D solution. This example fully
illustrates the utility of these absorbing boundary conditions as not only do they allow one to
- accurately model high frequency where-propagation rather than diffusion deminates, but they also
allow the mesh size to be significantly reduced which results in much quicker run times.
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Because the rate of convergence of the Krylov solvers is dependent on the spectral
properties of the linear system, an analysis of how the PML boundary condition affects the system
can be accomplished by observing how different stretching parameters alter this convergence. Thus
in Figure 11 the number of iterations it takes for solution convergence has been plotted for those
results shown in Figures 10b through 10d. Notice that at low frequencies, the unstretched system
converges very quickly. However as the frequency increases, the number of iterations needed for
convergence also‘increases. The rapid increase in solution time is even more dramatic for-a-system-
that has had real grid stretching applied. However, the system with the complex grid stretching
behaves much differently. Although it takes longer to converge when compared to either of the
other methods at lower frequencies, it does not experience the rapid increase in solution time as the
frequency increases. This indicates that unlike the other two boundary conditions, the spectral
properties of the system that employs complex grid stretching is almost independent of frequency,
at least for frequencies greater than 10 MHz.

In this section we have compared the 3-D finite difference code to other solutions to verify

its accuracy and demonstrate its usefulness for simulating a wide range of different models.

However, we have not really demonstrated the advantages of modifying the original serial version
of the code to operate on a massively parallel platform except that the second and third examples
were too large to run on our IBM workstation. Thus in the next section we examine some of the
run time characteristics of the solution on the Intel Paragon, and then discuss some of the
numerical properties of the Krylov solvers that are employed.

"~ RUN TIME PROPERTIES OF THE SOLUTION ON THE INTEL PARAGON -
To fully demonstrate the power of the adapting the code to a parallel platform, and also
demonstrate some of the questions that must be answered when using these machines, the
solution time has been plotted against the number of processors employed for two of the models
examined above. In the first case, we use the model shown in Figure 4a with the HMD source
operating at 7.2 kHz. For this comparison we have employed the QMR solver with simple Jacobi
scaling for a preconditioner, and the results are plotted in Figure 12. (Note: the time obtained for
one processor is that of our IBM RS6000-590 workstation.) The resulting curve falls off
exponentially with an increasing number of processors. The results clearly show that: a) as
expected the Paragon converges to the solution much more quickly than the IBM and b) as the
number of processors is increased past 700, the interprocessor communication begins to dominate
the solution time. This is deduced from the fact that there is no decrease in solution time with
increasing number of processors beyond this point. Thus we are left with a decision to make. If we
wish to use the machine most efficiently, we would employ less than 200 processors such that the

internal computations are dominating the solution time. We could then run several jobs
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simultaneously such that the efficiency increases proportionally to the number of jobs. On the
~other hand if we desire as quick a turn around time as possible for a single computation, then we
would want to operate near the right end of the curve.

To estimate the increase in computational efficiency of the Paragoh over our IBM
workstation we can perform the following exercise. We know that maximum efficiency will be
obtained when the calculations rather than communication are dominating the processing time, - and
‘that this will occur when as few processors as possible are employed. In this particular-case that-
number was 48. For these 48 processors alone the Paragon is 3.5 times faster than the IBM.
However, if we were to utilize all 1840 processors the machine has to offer and run 38 jobs
simultaneously, than the efficiency scales accordingly such that Paragon is 136 times faster than
the IBM. This two order of magnitude plus increase in speed again demonstrates the power of
these types of machines.

To verify the point at which the inter-processor communication becomes a problem we can
perform the same test for a model which is too large (the 10.1 MHz VETEM calculations examined
- in Figure 10d above) to run on the IBM workstation. In this case we not only plotted the solution
times versus the number of processors but also determined the flop rate at which the Paragon is
operating. In Figure 13, the large decrease in run time with an increasing number of processors up
to 512 indicates that the processors are spending the majority of their time performing calculations
rather than communicating. This corresponds to solving for 10,000 to 24,000 unknowns per
processor. Medium processor efficiency is obtained when between 512 and 1000 processors are
employed, which corresponds to 10,000 to 3,000 unknowns being assigned to each processor.

" 'The relatively small decrease in tun time with increasing number of processors over 1000 indicates

that if less then 3000 unknowns are being solved for on each processor, the code will be making
inefficient use of the resources due to message passing.

An additional topic that has not been addressed in these exercises is the maximum size of
the model that we can simulate on the Paragon. Because we must assign a certain number of
processors to each of the x,y, and z directions, we have found most complete use of all 1840
processors occurs when 14 are assigned to one direction, 13 to the second and 10 to the third. This
yields a total of 1820 processors being accessed. Each node on the Paragon is equipped with 16
MBytes of RAM. If we store the matrix K in single precision to make maximum use of the
memory, we have found that the maximum problem that a single processor can accommodate is 20
x 20 x 20 cells, or 24000 unknowns. Thus the maximum problem size is 280 x 260 x 200 cells
which yields a total of 43.6 million unknowns for which to solve. However if for accuracy we
wish to store the matrix in double precision, then the maximum number of cells each processor can
accommodate is 15 x 15 x 15 cells which is equivalent to 10,125 unknowns. In this case the
maximum model size is 210 x 195 x 150 which yields a total of 18.4 million unknowns being
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solved for. Note, the example running on 216 processors in Figure 13 provides that each
‘processor is running at maximum capacity. Taking the flop rate for.this example (1.75 Gflops)
and scaling it upward for the maximum number of processors that we can access at -one -time-
(1820) yields a theoretical maximum flop rate of 14.7 Gflops. )

NUMERICAL CHARACTERISTICS OF THE KRYLOV SOLVERS —

In this last section, we examine some of the properties of the Krylov solver library that-we -

are currently using. This package has been modified for the complex symmetric system from a
library that was originally developed for solving real systems (Shadid and Tuminaro,1994). Thus
it does not take into account any of the special properties that our matrix system exhibits other than
its symmetric nature. First we will briefly examine the properties of the two different solvers

themselves, and then we will look at the effect that four different preconditioners have on the
solution convergence rate.

Properties of the BICG and QMR solvers

_ In his paper Freund (1992) states that the QMR solver is a more appropriate solver than the
BICG for solving systems that are complex symmetric. This is due to the fact that the convergence
of the QMR scheme is much more stable than that of the BICG. However, because the QMR
method requires more calculations per iteration, it can actually be slower. To illustrate these
concepts, and to illustrate why in general we employ the QMR method, we have plotted the
residuals produced by the two methods as a function of both time and iteration number for the 7.2
and 56 kHz HMD results given in Figure 4.

Figures 14a and 14b show the results for the 56 kHz example. In this case the QMR
converges in fewer iterations but takes slightly longer than the BICG. Two other interesting points
to notice are 1) the much more erratic behavior of the BICG residual as the solution converges and
2) the "flattening” out of the convergence rate for both methods after 500 iterations. This flattening
phenomenon is most often observed at lower frequencies rather than higher, and Newman and
Alumbaugh (1995) have determined that this is most likely caused by a loss in orthogonality of the
Lanczos vectors due to round off errors.

These results imply that we should be employing the BICG routine because it is slightly
faster. However we have chosen to regularly employ the QMR for the reason illustrated in Figures
14c and 14d. In this case (7.2 kHz) both methods converge rather quickly up to approximately 900
iterations. However the BICG method loses stability beyond this point and the residual begins to
oscillate. The net result is that it takes over twice as long to converge to the desired level when
compared to the QMR method. We feel that this is most likely due to the fact that the BICG
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scheme is experiencing problems associated with round off errors before that of the QMR. Thus,
-due to its more stable nature we generally employ the QMR routine. -
Properties of the Jacobi, Block Jacobi, and Polynomial Preconditioners

‘As was mentioned earlier, the Krylov preconditioning schemes that we are employing were
quickly modified for complex arithmetic from -a library developed for real systems. Thus-a
-thorough analysis of the best way to implement the preconditioners, especially the polynomials,
has not been undertaken. However, we are presenting results here in the hopes that it will motivate
future research. For all of the following results, the model is the HMD over a 100 Qm half-space
as presented in Figure 4b. In addition the computation times that are listed resulted from using 180
processors on the Paragon.

In most of the results presented above, we have used simple Jacobi scaling as a
preconditioner. In Figure 15 we present both the convergence time and the number of iterations
needed for convergence of the simulation in Figure 4b when this simple preconditioner is
employed. Notice that for this number of processors, the time taken to converge is about one
order of magnitude less than the number of iterations. In addition it must be mentioned that the rate
of convergence at 56 kHz for this model does not fit the normally observed pattern. It is our
experience that for simulations below 1 MHz, higher frequency implies quicker convergence as
was the case for the VMD source in Figure 4a. At this time we have no explanation for this
phenomenon.

In Figure 16 the results for a block Jacobi preconditioner are plotted and are much worse

~---both in-the number of iterations and the convergence time when compared to Jacobi Scaling..

Recall that this method is implemented by sub-partitioning the unknowns assigned to each node
into a 3 by 3 submatrix. The fact that this sub-partitioning only takes into account a small fraction
of the coupling between the various unknowns on the staggered grid may explain the poor
performance of this preconditioner. However at this point we have not thoroughly diagnosed the
cause of this.

The first polynomial preconditioner to be implemented is the Neumann polynomial, the
results of which are shown in Figure 17 for the three different frequencies. Here the convergence
times and number of iterations are plotted as a function of the number of terms employed in the
polynomial. In general as the number of terms is increased, the number of iterations needed for
solution convergence decreases. However, the rate at which the number of iterations decreases
does not overcome the increased work at each iteration, and therefore the time needed for
convergence rises. Thus the Neumann series works best if only a single term, or at maximum 2
terms in the polynomial are employed.
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Lastly we examine the least squares polynomial which has demonstrated the most promise

of any' preconditioner implemented so far. The results plotted in Figure 18 show that for this
- ~method there are substantial differences-on how the preconditioner works at different frequencies--
At 0.9 kHz, the minimum convergence time occurs when 9 terms are employed in the polynomial,
at 7.2 kHz when 3 to 6 terms are employed, and finally at 56 kHz when 2 to 3 terms are used. The
maximum time savings over simple Jacobi scaling in each of these three cases is 24%, 18% and
13% respectively. - From these results it appears that this preconditioner works better at low
frequencies. We believe that this observation may be a function of how the coefficients of the
polynomial are chosen. Remember from an earlier section that these are determined according to
the distribution of eigenvalues along the real axis. However, because our system is not positive
definite there will exist imaginary eigenvalues. It is possible that the real eigenvalue approximation
works better at lower frequencies than at higher, and thus to get better performance, the polynomial

preconditioner needs to be redesigned such that these imaginary values are taken into
consideration.

CONCLUSIONS AND DISCUSSION

In this chapter we have presented a scheme to solve for the frequency domain
electromagnetic response of a 3-D earth over a wide band of frequencies using massively parallel
computers. The problems associated with porting the serial version of the scheme to a parallel
machine have been outlined, and a variety of comparisons have been demonstrated to prove the
validity of the code. Implementing the code on the 1840 processor Intel Paragon has demonstrated
wenemeomgecrease in-computing-time of over two orders of magnitude when compared to.a high end IBM.
workstation and a similar magnitude increase in the maximum model size that can be simulated. In
addition a maximum theoretical flop rate of 14.9 Gflops has been established. Finally we have
demonstrated the use of different Krylov solvers and preconditioners and found the QMR scheme
coupled with a least squares polynomial and simple Jacobi scaling to be the most efficient yet stable
method of solution that we have available.

Currently we are using the scheme in a variety of projects, for example to assist in the
design of geophysical instruments (Pellerin et al, 1995) as well as simulating airborne EM surveys
(Alumbaugh and Newman, 1995; Newman and Alumbaugh, 1994). The simulations that we are
running for these projects would have been impossible prior to the parallel implementation due to
the size of the models and/or the number of frequencies and sources involved. We believe,
however, that there is still much research to be done with regards to the implementation of this type
of scheme. The most notable location for improvement is in the area of preconditioners.
Techniques being considered are multigrid preconditioners, and methods to separately treat the real
and imaginary components of the matrix system. A thorough study of the grid stretching
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parameters at frequencies lower than 1 MHz also needs to be undertaken. This type of study will
hopefully yield either an analytical or empirical method of choosing them based on the frequency,
conductivity of the medium, etc., similar to the scheme employed at higher frequencies. A-methed-
to accelerate the convergence for very low frequency simulations where chahneling currents
dominate needs to be developed in order to simulate natural field measurements as well as extend
the frequency band down below 100 Hz; Smith (1992) has found that a static .correction can be
incorporated to accommodate this. Finally, methods of dealing with the air-earth interface need-to
be more closely examined. We have found that this interface tremendously complicates the
numerical problem, especially when electric dipole sources are employed on the surface.
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b)

(1§KR

Figure 1 - a) The staggered grid for the coupled Maxwell's equations (after Yee, 1966). The
electric field is sampled at the center of the cell edges, and the magnetic fields at the center of the
cell faces. Node (i,j,k) is the large dark circle in the upper-back-left hand comer of cell (i,j,k), and
has the six unknown electric and magnetic fields illustrated assigned to it. Cell (i,j,k) has a

conductivity i, a dielectric permitivity €;;y, and magnetic permeability W ;x assigned to it. b)
The staggered grid for the Helmholtz equation for the electric fields. The dark circle at the center
represents node (i,j,k) which has the three hi-lighted components of the electric field assigned to it.
The large arrows represent the 13 unknown electric field values needed to form the equation for Ex
at node (i,j,k), with the other arrows representing the additional fields needed to form the equations
for By and Ez. The gray circles represent nodal points to which unknown electric field values are
assigned that are needed to complete the three equations at node (i,j.k); the open circles represent
nodal points from which no information is needed for these equations.
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Figure 2 - Tllustration to demonstrate how the average admittivity is calculated halfway along a cell
edge in the y direction, and the average magnetic permeability is calculated at the center of the cell

face.
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Edge
Contributions

Face
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Figure 3 - The processor communication stencil that provides for proper message passing in the
solution phase of the program. Each cube represents a neighboring processor with which a

processor located at the center of the "face contributions" cluster would need to exchange
information through message passing.
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Figure 4 - a) Airborne simulation with sources and receivers above a non-magnetically permeable
halfspace. The three frequencies employed are 0.9 kHz, 7.2 kHz, and 56 kHz. The comparisons
are between the 3-D finite difference scheme and Lee's 1-D solution. b) Horizontal and vertical
magnetic field results for a HMD source. c) Horizontal and vertical magnetic field results for a
VMD source.
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Figure 5 - a) Airborne simulation with sources and receivers above a magnetically permeable
halfspace. The three frequencies employed are 0.9 kHz, 7.2 kHz, and 56 kHz. The comparisons
are between the 3-D finite difference scheme and Lee's 1-D solution. b) Horizontal and vertical

magnetic field results for a HMD source. c) Horizontal and vertical magnetic field results for a
VMD source.

31



a
) Side View Top View Within Layer

b) 3.6x107
) -
2 & 2.7x10%
> g
Kl 2 2
E £ 1.8x10
[=]]
£ =
2 »
¥ = 9,0x10" -
= :
1.0x10.10 IAARANRARAN LRI RINRIRRLR] \0.0x100-|ll| AR BIBARAREBELES RELA
250 270 290 310 330 350 250 270 290 310 330 350
Receiver Depth (m) Receiver Depth (m)
c)
4.5x10°

E

2 W 3.6x102 ==

3 e

B Q

= 8 2.7x10°

L e :

N o
£ = 1.8x10% 1egeeereeE
1.0}(10'9 IRRRANEASANRARRREAREE R 9.0x101-|||| I EARIEEAEE LRI LN ]
250 270 290 310 330 350 250 270 290 310 330 350
Receiver Depth (m) Receiver Depth (m)
IE 0.1 kHz — —— IE 10 kHz e FD 1.0 kHz
SR— | O K1) VA & FD 0.1 kHz o FD 10 kHz

Figure 6 - a) Crosswell model with VMD source located 40m above the resistive layer. The
receiver depths range from 250 m to 350 m, and the frequencies employed are 0.1 kHz, 1 kHz and
10 kHz. The comparisons are between the 3-D finite difference scheme and the integral equation
solution of Newman et al. (1986). b) Horizontal magnetic field results. c) Vertical magnetic field

results.
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Figure 7 - a) Crosswell model with VMD source located within the resistive layer. The receiver
depths range from 250 m to 350 m, and the frequencies employed are 0.1 kHz, 1 kHz and 10 kHz.
The comparisons are between the 3-D finite difference scheme and the integral equation solution of
Newman et al. (1986). b) Horizontal magnetic field results. c¢) Vertical magnetic field results.
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Figure 8 - a) Crosswell model with VED source located 40m above the resistive layer. The receiver
depths range from 250 m to 350 m, and the frequencies employed are 0.1 kHz, 1 kHz and 10 kHz.
The comparisons are between the 3-D finite difference scheme and the integral equation solution of
Newman et al. (1986). b) Horizontal electric field results. c¢) Vertical electric field results.
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Figure 9 - a) Crosswell model with VED source located within the resistive layer. The receiver
depths range from 250 m'to 350‘m, and the frequencies employed are 0.1 kHz, 1. kHz and 10 kHz.
The comparisons are between the 3-D finite difference scheme and the integral equation solution of
Newman et al. (1986). b) Horizontal electric field results. c) Vertical electric field results.

35



a) VMD

g =105

Receivers

Earth's surfa

b)g

2.5x107

3.0x107

£
<«
=
.2
F=
&
£
%]
£
b

§ ollllllllll LR BB

T T T O

L =] = =

> ® .»: ”

.

- e &N N

Frequency (Hz)

Figure 10 - a) Colorado School of Mines 1-D model. The magnetic permeability in all three layers
has been set to that of free space. Unless otherwise noted a 120 x 120 x 120 cell mesh was
employed with a maximum cell dimension of 0.15m. The comparisons are between the 3-D finite
difference scheme (symbols) and Lee's 1-D solution (lines). b) Horizontal and vertical magnetic
field results obtained with no grid stretching. c) Horizontal and vertical magnetic field results

3.0x107

7~
)
]
i
N
)
7]
]
=
=5
=
&
=
]
.;
L
£
b
s

Magnetic Field Phase (deg)

FN
(7]
—}

v

|7
(-]
=]

B
7

(\*]
~I
(=]

180

Ne— 4.0 —>¢/

=

.255 m

90 LB LB LI LI BRI ]
T T % T OB
E 7 E F E
S wn S 0N <
= = o3 2] e
Frequency (Hz)
450 S
360 ;A ° F %
EIE I55Y
270 3
3 ®
180 =
90 I LI L] LI R I | LI LI §I
~ [ = [t [ gl
S e o o o
= ] = == ==
> e » > »
S o w9
=i = [o\} (o} e
Frequency (Hz)

obtained with real grid stretching (a = 1.0,b = 0.0) for 25 cells along each boundary.

36



Q.
g
)
e
[—]
ot
£
un
(=]

] & LR
g . / o -g . E ) ) 3
< 0.006 - 5 B
= ] / ¥ 2 270 3
= 0.004 = - [ E
o= : ¢ 2 3 o~
@ 3 / o 180 5
gﬁ 0.002 > % \\
2 0 l—l LB B | LB l LI LELELEL 2 90 I LI I | LILELELI LI BRI LB
= BT B & T o B = o
TR OR O% % O Ox O %
S S n < I I L
= = (o\} (o} e = = (o} (o} o
Frequency (Hz) Frequency (Hz)
©)_ 001 — 450 <
E . %ﬂ E o~
3 0.008 - 360 127 “o.
E. : /‘\ g Eo v \‘o
< 0.006- Ao £
=2 ; / o = 270 3
iz 0.004 3 4 [ 3
2 E ,# = 180 3 ¢
I 3 z ° E T
500.002 . ’y gﬂ ; \
8 1o-o- § E e
S 0 T 0 8 0 ' T80 1 T 0 08 1 T 00 § 90 = Tred LELELIL LELBLIL] LB
[ ol ~ B~ ~ ~ B~ [ 9 [ 5 ~ =
5 5 g5 % 3 E 5 % % B
- (o] (o] (o} e = oy [o\} (o] o
Frequency (Hz) Frequency (Hz)
—— 1D Hz Results ¢ 3D Hzresults
---- 1D Hx Results o 3D Hxresults
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RS6000-590 workstation.
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Figure 18 - Time of convergence, and number of iterations needed for convergence of the HMD
simulation in Figure 4 using the QMR solver with least squares polynomial preconditioning. The
results are plotted as a function of the number of terms employed in the polynomial with the first
entry representing simple Jacobi scaling. a) 0.9 kHz. b) 7.2 kHz. ¢) 56 kHz.
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CHAPTER III

3-D MASSIVELY PARALLEL ELECTROMAGNETIC INVERSION -- THEORY

To this point, a complete solution to the 3-D inverse problem has been hindered by
“insufficient computing resources.” Realistic 3-D reconstructions -require tens-of thousands-of
unknown electrical parameters to be estimated. This demand coupled with -forward modeling
overhead, where up to several million field unknowns may need to be calculated to determine
model sensitivities and predicted data, make the solution of the 3-D inverse problem non trivial.
Attempts to circumvent this difficulty have included the use of quasi-linear approximations in
both the forward as well as the inverse modeling (cf. Torres-Verdin and Habashy, 1995 and
1994, Habashy et al., 1995, Zhandnov and Fang, 1995a) and the use of approximate model
sensitivities (Farquharson and Oldenburg, 1995). Unfortunately even these approaches suffer
when the number of parameters being estimated exceeds several thousand. Only with the advent
of massively parallel (MP) computers can a realistic attack to the problem be proposed.

Even with an MP platform one must be careful when implementing a solution to the
inverse problem. Foremost is to avoid directiy inverting large matrix systems that are either
sparse or full. Rigorous modeling of 3-D EM fields can be carried out efficiently using staggered
finite differences, which produces a sparse linear system. On an MP platform this system, if
properly preconditioned, can be quickly solved using iterative Krylov subspace methods (refer
to Chapter II for examples). On the other hand, the solution of the least-squares inverse problem
requires dealing with a full linear system. However, since this system satisfies the normal
equations it can also be efficiently solved iteratively with conjugate gradient (CG) methods.
Mackie and Madden (1993) and Zhang et al. (1995) used this approach to attack the 3-D
magnetotelluric (MT) and direct current (DC) inverse problems, respectively, on scalar
platforms. Here we will apply the approach to the 3-D EM inverse problem for frequency-
domain dipolar source fields, where the source strengths and locations are known. Because the
controlled source EM problem is far more computationally demanding than both the DC problem
 due to its vector nature, and the MT problem due to the sheer number of source fields to be
considered (upwards of several hundred), an MP platform is a necessity. As will be
demonstrated below such a platform allows large models to be reconstructed, which are not

underparameterized, in a reasonable amount of time.

43



A key consideration in developing any inverse solution is efficient computation of model
sensitivities. Because we will solve the inverse problem from an underdetermined point of view,
- we can efficiently carry out calculations involving model sensitivities-using reciprocity, which

is known as the adjoint solution to the problem. The use of reciprocity, where the receivers act
- as sources, can be used to limit forward modeling to the number of the transmitter and receiver
positions at a given frequency. The traditional approach requires the number of forward solves
to be equal to the number of parameters -used in the inverse. When the number of parameters
far exceeds the number of transmitters and receivers, the adjoint approach is obviously most
efficient (cf. McGillivray and Oldenburg, 1990). In fact using the adjoint approach coupled wiih
the CG solution of the normal equations one can even avoid forming individual components of
the model sensitivity matrix, hence resulting in a significant savings of computational memory.
In this chapter we present the theory behind the 3-D inversion scheme, including how

the scheme must be modified to run on a parallel computer. Next synthetic data generated by
an integral equation code will be inverted. This provides an independent check on the solution
as the data are produced by a code that is very different in nature from the finite difference code

used in the inversion routine and are thus prone to different numerical errors.

THE INVERSE SOLUTION
Regularized Least Squares

As already mentioned the parameterization used in the 3-D inverse solution will be kept
sufficiently fine because we are interested in reconstructions that do not under parameterize the
earth. This forces the 3-D inverse problem to be underdetermined, which makes it unstable and
ill posed. Reliable estimates of the model parameters (m) may be possible if the least squares
inversion is stabilized with regularization (Tikhonov and Arsenin, 1977). Regularization removes
solutions that are too rough by imposing an additional constraint on the data fit. Reconstructions
are required to be smoothed versions of the earth’s electrical properties at the expense of an

increase in the error between the measured and predicted data.
Linearizing about a given earth model, m®, at a given iteration i, the following
functional can provide smooth reconstructions if it is minimized with respect to the model

parameters, m, which can include both the electrical conductivity and dielectric permittivity:
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S = [(D((d-d*®)-A"®(m-m®)))' D((d-d")-A"*(m-m?))) - x°] + NWm)'(Wm).  (20)

The terms in equation (20) that control how well the data are fit by the model are as follows:

1) the observed data, represented by the vector d, 2) the predicted data arising from the

reference model m® denoted by d*®, 3) a data weighting matrix D, which is diagonal and

consists of the reciprocal of the data standard deviations, the reciprocal of the data amplitude or
in some instances an identity matrix if data weighting is unwarranted, 4) the Jacobian or model

‘sensitivities matrix given by AP® and 5) x? the estimated square-error in the observed data. In

addition t represents the transpose operator instead of the Hermitian operator because the dath,

predicted data, data weighting matrix and the Jacobian matrix have been split into real and

imaginary parts, where we assume the model parameters, m, to be always real valued. The

parameters that control model smoothness are 1) the regularization matrix W, which consists of
a finite difference approximation to the Laplacian (v?) operator and is sparse and 2) the tradeoff
parameter A, which is used to control the amount of model smoothness in the reconstruction. Its -
selection requires special care if the inverse solution is to provide acceptable results. Selecting

tradeoff parameters that are too small can p;'oduce models that are physically unreasonable;

although the models produce superior data fits they are unreasonably rough. Selecting tradeoff
parameters that are too large produce highly smoothed models, however these models show poor

dependence on the data. We shall defer further discussion of this parameter until we discuss the

iterative nature of equation (20).

Minimization of equation (20) with respect to m yields the model update,
m = [(DAP®)' (DAP®) + NW) (W)I" (DAP®)* (D5d®) 1)
with
6d® = (d - @*® + APm®), (22)

Because negative values of m are an admissible solution arising from equation (21), it is
advisable that before minimizing equation (20) it should be reformulated so one can invert for

the natural logarithm of the parameters instead of the parameters themselves (Appendix D). This
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causes the imaged properties to be always positive which is a physical requirement. By using
a log parameterization, it is also possible to incorporate a lower bound positivity constraint in
the inverse solution.

Derivation of the Jacobian Matrix Elements

Deriving a computationally efficient form of the Jacobian matrix elements is critical for
a robust inverse solution, since calculation and manipulation of these elements is the bottleneck
within the inversion. To derive these elements consider a single predicted data point, d;, defined
for a given transmitter-receiver pair as

d=d + g/ E, (23)

In this equation d" is a field arising from some specified whole space or layered half space
background model at location j and E, is the scattered electric field vector arising due to 3-D -
changes within this background. E, has dimension of NTx1 and is determined from the finite
difference forward solver, (discussed in Chapier IT), where NT represents the number of field
unknowns. The vector g; is an interpolator vector for the jth measurement point and is of
dimension 1xXNT. This vector will interpolate fields on a staggered grid to the measurement point
and can also be used to numerically approximate magnetic field measurements through the curl

of the electric field. With this definition an element of the Jacobian matrix is written as
dd/om, = g 0E,/dm,. 24)
From the forward problem the scattered electric fields are determined from the linear system,

s =S, (25)

where K is the sparse finite-difference stiffness matrix with 13 non-zero entries per row and
depends linearly on the electrical parameters we desire to estimate. Because the forward problem
is formulated for the scattered fields, the source vector, s, for a given transmitter also depends

linearly on the model parameters. It is related to the difference between the model parameters
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and the background model, weighted by the background electric field, E’; refer to Chapter II
for the details. Thus differentiating equation (25) with respect to m, yields,

dE,/dm, = K'(3s/dm, - dK/dm,E,), (26)
and an element of the Jacobian matrix in complex form can be written as
ad]/amk = gjt K‘l(aS/amk - aK/amkE,). (27)

Model Step via Conjugate Gradients

As the number of unknowns increases beyond several thousand, using direct matrix
inversion to compute the updated model, m, in equation (21) is not feasible, even with an MP'
platform. Instead we opt for an iterative solution. Since equation (20) satisfies the normal
equations, the conjugate gradient method of Hestenes and Stiefel (1952) can be used to get the
solution. This method offers a benefit over direct inversion in two ways: 1) following Mackie
and Madden (1993) and Zhang et al., (1995) it is possible to avoid explicitly forming the
Jacobian Matrix, AP? and its transpose altogether, thus saving considerable computer storage,
and 2) as the number of unknowns, n, increases the solution for direct inverse goes as n®
compared to n? with the iterative approach. Finally, it is much easier to implement a CG routine
on a parallel platform when compared to a full matrix inversion.

In the conjugate gradient method all one needs is one matrix-vector multiply per
relaxation step. However, because the matrix given by this operation is [(DAP®)' (DAP®) +
AW)Y(W)], there are several other matrix-vector multiplies to be considered. First, the matrix
product of (DAP®)' with DAPP, requires two matrix-vector multiplies. In addition the
regularization-matrix product with its transpose requires two more matrix-vector multiplies.
Since the latter matrix-vector multiplies are easy to implement and compute, no further
elaboration will be given to them until the MP implementation of the 3-D inverse.

For the Jacobian matrix-vector multiplies, DAP® and (DAP®)!, we have

y = DAPPy (28)

and
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z = (DAP)Yy, (29)

where u is an arbitrary real vector, known as a CG search direction vector. The vectors y and
'z are also assumed to be real in the above expressions. Wé now determine compact and
computationally efficient forms for the two matrix vector multiplies. These forms will also be
used to treat the matrix-vector multiplies given in equations (21) and (22), i.e. AP®m® and
(DAPP)t (D6dP), which are needed to initialize the CG solver at each iteration of the inversion.
For compact expressions, let the vector y in equation (29), the observed and predicted data, as
well as the data weighting matrix be redefined as complex. Using the results from Appendix E
and equation (28), we have for the jth element of the first matrix vector multiply

M
y; = Cmplx(Re(g K T u,(3s/0m, - 0K/dm,E))Re(D;),
k=1
M
Im(g; K* T u,(3s/dm, - 3K/3m,E))Im(D,), (30)

k=1

where M is the total number of parameters to be estimated and D; is the jth diagonal entry of
the matrix D. E, here denotes the scattered electric field arising from a given transmitter at a
specific frequency used to determine the model sensitivities and predicted data at location j.

Using the same approach one can also show that for the second matrix-vector multiply

N

z, = Re(Z Cmplx(Re(D;) Re(y;), Im(D;) Im(y))” g K™ (3s/dm, - 0K/dm,E,)), (31)

j=1

where N is the number of complex data points used in the inversion and the symbol *’ stands
for complex conjugation. Note that even though the summation in equation (31) is over all the
data points, parts of the sum could be over different transmitters and/or frequencies, hence E,
will change. Lastly, the derivatives ds/dm, and dK/dm, in equations (30) and (31) are rapid to
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compute analytically; it is shown in Appendix F that the vector ds/dm, and matrix JK/dm, each
have 12 non-zero entries when m, represents either the conductivity or permittivity.

In addition to the forward solves necessary to determine E, for each source, the

" -matrix-vector multiplies in equations (30) and (31) require solving a series of forward problems

corresponding to the total number of unique data measurements locations, where
Vjt = gj' K.l, (32)

or since K* = K (refer to Chapter II),

KVj =8 (33)

(note: The fact that K is symmetric is simply a statement of reciprocity). A unique measurement
location comprises the measurement of a specific field component made at a site. Thus the total
number of forward solves needed for each model update is given by N,, + N,,, where N,, and
N,, are the total number of transmitters and u}\ique receiver positions used in the inversion.
Handling the Jacobian matrix-vector multiplies in this manner is much more efficient then
attempting to explicitly solve equation (26) and using the results to form the matrix-vector
multiplies. For example if we are estimating over 30,000 parameters, this would require 30,000
separate forward solves which is impractical. On the other l{and because the amount of data used
in the inversion is limited, we anticipate no more than several thousand forward solves per
model update. Limiting the number of forward solves has also been recommended by
McGillivray and Oldenburg (1990) and Oldenburg (1990) because of its efficiency and has been
used by Park (1983), Mackie and Madden (1993) and Zhang et al. (1995) in their constructions

of the inverse solution.

An Iterative Solution and Selecting the Tradeoff Parameter

Because of the computational cost of using an exact forward solution in the inversion we
do not have the luxury of slowly reducing the tradeoff parameter or determining an optimal
tradeoff parameter at a given iteration to insure against arbitrarily rough models. However,

experience indicates that smooth models can be produced with the strategy we are now going
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to discuss.

We initiate an inversion assuming an initial background model, where we compute the
predicted data for all transmitter locations. At the first iteration we use our scheme to efficiently
determine the matrix-vector multiplies in the CG algorithm and determine the model update via

equation (21). This model is determined once the tradeoff parameter, A, is selected. To assure
a smoothed solution at the first iteration, we select the tradeoff parameter as

A = Max Row Sum(DAP® [DAP®])/26D, (34)

where i=1 for the first iteration. We have selected this method of choosing \ because it is an
estimate of the largest eigenvalue of the non-regularized least squares system matrix. Thus
weighting (W)'(W) by this amount allows only the largest eigenvalues to influence the solution.
The maximum row sum is easy to compute and follows from equations (28) and (29) with u
selected to be the unit vector.

To digress for the moment, we note that the CG method is designed for linear systems
that are symmetric positive definite. While the \normal equations in equation (21) are symmetric,
both (DAP®)' (DAP®) and (W){(W) posses a zero eigenvalue. Thus it appears that the matrix
describing the normal equations may be semi-definite. However when (DAP®)t (DA®) and
(W)'(W) are summed as (DAP®)* (DAP®) + A(W)Y(W), experience shows the CG algorithm
converges provided the tradeoff parameter is reasonably selected. One must avoid selecting A
too large such that non zero elements of (W)'(W) are much greater than the corresponding
elements of (DAP®)* (DAP®) as this will cause a degradation of the convergence rate within the
CG algorithm.

We proceed to the next iteration if the data error (sum of square errors) is above x? . If
this is true the model is linearized again about the new model m, new predicted data and electric
fields are computed from the updated background model, and the new model update determined
with the tradeoff parameter specified with equation (34). In general we have found that for the
first few iterations this method of selecting the tradeoff parameter reduces the error by about a
factor of 2. The iterative procedure, just outlined, is continued until the data error matches x?,
convergence of the data error occurs, or a pre specified number of iterations has taken place.

Even with this procedure, it is possible to drive the tradeoff parameter down too quickly,
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especially when one attempts to fit the data to an unrealistic noise level or uses an excessive
number of iterations. However, it has been our experience that if the tradeoff parameter is not
telaxed sufficiently the inversion can stall out far above the estimated noise level in the data.
‘Our solution to this difficulty is to have a good estimate of -the data noise, and monitor the
tradeoff parameter and squared error in the-inversion. If excessive -model structure -is being
incorporated into the image, or if the inversion is over fitting the data, we stop the inversion and
relaunch it u§ing an acceptable reconstruction and tradeoff parameter at some previous iteration.
After this restart, the tradeoff parameter is kept fixed for the rest of the inversion. In addition,
we may change the data weighting scheme if it is decided that bad data are weighted too large
or good data too little. While this strategy is somewhat subjective, it has yielded acceptable
results.

At each iteration we restrict the number of relaxation steps in the CG routine since only
a modest number of steps are sufficient to produce an accurate model update, especially during
the early stages of the scheme (Zhang et al., 1995). For the first and second iterations, 20 and

40 relaxation steps are used, respectively. Subsequent iterations use 60 steps.

MASSIVELY PARALLEL IMPLEMENTATION

EM inversion in 3-D can easily require the solution of at least several hundred forward
solves per iteration. In Chapter II we demonstrate how these forward solves can be efficiently
computed on an MP machine, where each solve could constitute over five million field
unknowns. A significant portion of the storage required to preform the inversion is taken up by
the electric field solution vectors produced by these solves and are needed to complete
matrix-vector multiplies in the CG routine. Fortunately on the 1840 node Intel Paragon at Sandia
National Laboratories it is possible to execute and store all solves without writing to disk; the
Paragon has approximately 30 Gbytes of accessible memory.

As determined in Chapter II, the most efficient use of the processors is to divide the
problem as close to an equal number of unknowns for which to solve. Because each processor
needs only to make calculations for a subset of the forward and inverse problems, and because
the processors are making their calculations in parallel, the solution time is reduced by a factor
which is approximately equal to the number of processors employed.

The parallelization of the inverse problem is achieved by assigning a given number of
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processors in each direction of the forward modeling domain (nx in x, ny in y and nz in z).
Hence the number of processors dedicated to the problem is determined by nx*ny*nz. The actual
estimation of the earth’s electrical properties is carried out on the same sets of processors
dedicated to the forward problem, with all the processors sharing the same data, but storing
different parts of the inversion and forward modeling domain. However, it is possible that some
of the processors may not contain portions of the inversion domain and thus will be idle during
the CG solve. The reason for this is that cells outside the inversion domain are necessary to keep
the boundary of the forward modeling domain at distance (Figure 19). We desire parameter
estimates that are not adversely affected by grid truncation errors in the forward modeling.

We now need to address the manner in which the model is input into the parallel
machine. The input could constitute a starting model needed to launch the inverse or a restart
model in the event of a system crash or if excessive model structure was being incorporated in
the inversion. To accomplish this input, we have decomposed the data into two different sets,
a global data set and a local data set as in Chapter II.

Communication or message passing amongst the processors will be needed to complete
calculations in the inverse problem as well as f;)r the forward problem. Communication amongst
processors consists of both the global and local variety. Global communication will be required
to treat the five dot products within a generic CG routine and an additional one in equation (30).
On the other hand, calculations involving the matrix-vector multiplies require local
communication.

Within the inversion three types of local communication will be needed. The first will
involve communication of electric field values on processor boundaries such that matrix-vector
products in equations (30) and (31) can be completed. This communication will occur before the
CG routine is called for efficiency. The second type of communication will involve matrix-vector
products of the CG search direction vectors with the regularization matrix times its transpose.
This occurs within the CG routine at every relaxation step because 1) we have explicitly
formulated the regularization matrix and 2) the CG vectors are constantly updated. The final type
of communication occurs after exiting the CG routine. Electrical properties of cells along
processor boundaries must be communicated with neighboring pfocessors for proper averaging
of electrical properties at cell edges; these averages are needed in subsequent forward-model

calculations. After this message passing, calculations with the forward solver can proceed with
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the next iteration, given the convergence criteria outlined above.

To deduce the communication pattern of the first type, consider eight nodes located at
the corners of a cell whose properties we wish to estimate (Figure 20). Consider the simplest
- ~case where each processor is in charge of only one node and cell. For example, node (i,j,k) has
" the cell in ‘Figure 20 assigned to it -as-well -as-the -three .components of the electric field .at

(i+%,j,k), (,j+%,k,) and (i,j,k+%). To complete its calculations, the processor that owns this
node and cell also needs the electric fields on the cell edges assigned to other nodes on different
processors. These processors will thus need to supply the field components. Furthermore the
processor that owns the node (i,j,k) may also have to send its electric field components to nodes
on other processors. For example, node (i-1,j,k) will require the y component of electric field
assigned to node (i,j,k).

The pattern for the second type of communication can be obtained from Figure 21. The
stencil shows the required coupling between the center cell and its neighbors arising from the
Laplacian operator, as applied in the regularization matrix-vector multiplies. Again consider the
case where each processor contains only a singie cell. To complete its local version of the
matrix-vector multiply, the center processor néds components of the CG search direction vector
which are assigned to the other cells and hence processors. In addition to this, the processor
holding the center cell will also be required to send components to the neighboring processors
so that they can complete their corresponding computations.

From Figure 22 the final communication pattern can be inferred. Consider the
computation of the average electrical properties at cell edges (i+'%,j,k), (i,j+%,k) and
(1,j,k+'%), which are assigned to node (i,j,k). The electrical properties of the four cells that
form each edge will be needed and the computation at these positions will be carried out on the
processor that holds the solid cell also assigned to node (i,j,k); additional cells that are required
are indicated by the dashed outlines. Let us now consider that each node, cell, and its associated
electrical properties belong to a different processor. Since the dashed cells belong to different
processors, their electrical properties need to be passed to the processor (indicated by solid cell)
that will compute the averages. In addition this processor will be required to send its electrical
properties. Consider computing average electrical properties at location (i+'2,j+1,k). Since this
computation is carried out on a different processor, the electrical properties assigned to the solid
cell in Figure 22 will be needed.
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The local communication pattern for the inverse problem can now be summarized in
Figure 23, where each cube represents a different processor with subsets of nodes and cells
assigned to it. For the matrix-vector multiplies involving the Jacobian matrix and its transpose,
communication consists along the faces of processors as well as along edges. Specifically
information is passed from the central processor (marked by the heavy outline) to those
neighbors that are dashed in Figure 23. Likewise those neighboring processors with solid
boundaries pass information to the central processor. Local communication for multiplies with
- the regularization matrix a;\d its transpose involve only communication along processor faces in
Figure 23, where all the processors send the required elements of the CG vectors to the central
processor as well as receive from it. Finally, the communication needed for averaging electrical
properties of the cells at adjacent processor boundaries is an opposite sense compared with the
communication of the Jacobian matrix vector multiplies. Those face and edge processors marked
with a dashed outline send to the central processor, while those that are solid receive information
from it. To provide for the required message passing we have chosen as in Chapter II to employ
Massage Passing Interface (MPI, Skjellum et al., 1993), instead of using machine specific
commands. \

As previously mentioned the solution time will decrease with the number of processors
employed. This is demonstrated in Figure 24 for an example described in Chapter IV of this
report. A significant speed up is observed starting from eighty processors for a single iteration
of the inverse algorithm. However as the number of processors continue to increase inter-
processor communication becomes more of a factor, resulting in an asymptotic behavior in the
solution time with increasing number of processors. Here the amount of message passing will
eventually limit the speed at which the computation can proceed. Put simply, increased message
passing implies more time communicating and less time computing. Thus optimal use of the
machine may entail running the example in Figure 24 using 200 processors and launching several
of such jobs simultaneously. On the other hand, if turn around time is an issue, then one would

want to operate near the far right end of the curve.

SYNTHETIC EXAMPLE
Figure 25 shows two different perspectives of a model used to test the 3-D inverse. The
data from this model were generated from the integral equation solution of Newman et al. (1986)
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and provides a stronger check on the inversion scheme than using data generated by the
staggered finite difference code; using data generated with the same forward code as embedded
in the inverse will be prone to the same numerical errors and thus will not be fully independent.
The test model consists of a 0.2 S/m cube, 50 m on a side, residing in a 0.005 S/m backgrouhd.
Eight wells surround the target, with 15 vertical magnetic dipole (VMD) transmitters at 10 m
intervals straddling the target. The vertical magnetic fields were calculated in all other wells at
10 m intervals, excluding the transmitter well. Because the frequency of excitation used in this
“test is only 20 KHz, the dielectric properties of the target and host are not important in the
simulation and only the conductivity properties need be estimated; the magnetic permeability is
assumed constant throughout the model and set to that of free space. Gaussian noise equal to two
percent of the data amplitude was added to the data set. The data were then weighted by this
percentage before inversion. In total, the data consist of 12 600 transmitter-receiver pairs.

The inversion domain consists of 29 791 cells, but only 13 824 celis are shown in the
interwell region in Figures 25 and 26; cells outside this region are used to keep the boundary
of the inversion domain at distance so as to not affect the conductivity estimates within the
interwell region. The inversion, which was lz;unched assuming a 0.005 S/m whole space, has
recovered fairly well the location and geometry of the cube, but a smeared version of its
conductivity within the cube boundary; the estimates vary from 0.1 to 1.0 S/m. The conductivity
estimates of the background range as low as 0.0016 S/m. It has been our experience that
improved resolution of the background and cube can be obtained by tightening the lower bound
positivity constraint. In this example, the conductivity estimates were restricted to be greater
than 0.001 S/m.

Eleven iterations were needed to obtain this reconstruction, where the reduction in
relative error against iteration count is illustrated in Figure 27. Assuming Gaussian noise with
zero mean, the inversion is assumed to have converged when the relative error approaches the
value of one. Because the final error level is still above one in Figure 27 this might suggest that
more information could be extracted from the data. However, we ascribe the final error level
to originate from bias in the data. These data were produced from a forward modeling algorithm
that is different from the one used in the inverse. Finally the processing time needed to produce
the image in Figure 26 was approximately 24 hours on the Paragon, with 512 processors
utilized.
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DISCUSSION

The MP inversion scheme we have presented has been demonstrated on a data set that
would be impossible to invert on scalar workstation platforms due to memory and processor
speeds (refer to Chapter IV for additional examples). An important question to ask is what is
the largest model the MP inversion can handle? Certainly the maximum model size (both
forward and inverse) will be related to the number of transmitters and receivers specified in the
data set because this will determine the number of electric field vectors, E,, that need to-be
computed and stored. Given the maximum memory on the Intel Paragon of 16 Mbytes per
processor, and considering a problem divided amongst 1728 processors (this corresponds to 12
processors assigned along each coordinate direction), Table 2 illustrates a range of problem sizes
that can be effectively handled. If 120° nodes are used to describe the forward and inverse
modeling domain, the number of transmitters and receivers that can be used is 700. To increase

the number of transmitters and receivers it appears necessary to reduce the number of nodes.

~

Problem Size(Nodes): 120° 96° 723
#Tx’s and Rx’s: 700 1300 3000

Table 2. Maximum problem size that can be treated by the Intel
Paragon assuming 1728 processors. Problem size is determined by
the number of nodes or cells used in the forward modeling and
inversion and the number of transmitters (Tx’s) and unique
receivers (Rx’s) specifying a data set. Each Tx and Rx position is
for a unique frequency.

One way to increase the size of inverse problems that can be tackled is to skeletonize the
inversion domain, but retain the same parameterization level in the forward modeling domain.
The key idea here is to reduce the storage of the electric field vectors needed in the inverse. For
a given source, the electric field and predicted data are computed at the parameterization level
specified in the forward modeling. The electric field is then interpolated to the skeletonized grid
corresponding to the inverse and stored in memory. Hence the forward modeling accuracy is still

retained in the inverse. Note that the coarser grid can still produce smooth images since it can
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involve tens of thousands to hundreds of thousands of cells.

The skeletonized electric field vectors allow for the number of transmitters and receivers
to increase dramatically. Consider a problem where the inversion grid is eight times coarser than
the forward modeling grid. If 120° nodes are used in the forward calculations, the skeletonized

inversion grid, which still comprises 216 000 cells, allows for the number of transmitters and
receivers to increase from 700 to over 3000.

CONCLUSIONS

A 3-D EM inversion code has been successfully implemented and tested on an MP
platform. Reasonable, overnight to full day processing times have been obtained. Because of the
MP platform, reconstructions have been produced that do not underparameterize the earth; these
are reconstructions that involve tens of thousands of cells. Since the 3-D MP inverse also
includes rigorous 3-D forward modeling for computing model sensitivities and predicted data,
it is our hope that this solution will also serve as an accuracy benchmark on approximate inverse
methods now being implemented on workstation platforms (cf. Torres-Verdin and Habashy, 1995
and 1994; Zhandnov and Fang, 1995a; Hab;lshy et al., 1995; Farquharson and Oldenburg,
1995).

In this chapter, we have presented the theory and demonstrated the 3-D inversion
capability on synthetic data. Because the ultimate goal of any inversion scheme is to use it to
image field data, in Chapter IV we demonstrate how this scheme can be used to design a 3-D
crosswell survey and invert a crosswell data set collected at the Richmond field station north of
Berkeley California. Images before and after the injection of a salt water plume will be
compared to determine the location of the injected plume. In addition, we will also show how
the scheme can be employed to analyze the reliability of the images as well as the accuracy and

errors in the data.
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Figure 19. The inversion domain is a subset of the forward modeling domain because of
forward-modeling errors near grid boundaries. Transmitters and receivers can be placed either
inside or outside the inversion domain. External transmitters and receivers could correspond to
surface or airborne configurations, while internal sources and receivers could correspond to
cross-well configurations.
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Figure 20. The electric field stencil needed to complete the Jacobian matrix-vector multiplies in
the inverse for a single cell. Node (i,j,k) has the cell and the x, y and z electric field
components assigned at (i+%,j,k), (i,j+%,k) and (i,j,k+'%), respectively. Assignment of other
electric field components to other nodes as shown in the figure follows analogously. Using

results for the single cell, a processor map can be developed to carry out the required local
communication amongst the processors.
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Figure 21. The stencil needed to complete local regularization matrix-vector multiples in the CG
routine. Using results for the single cell assigned to a single processor, a processor map can be
developed to carry out the required local communication amongst processors.
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Figure 22. The different cells needed to compute average electrical properties at edges
(i+%,j,k), (i,j+%,k) and (i,j,k+%). These edges, as well as the solid cell are assigned to node
(i,j,k). The additional face and edge cells needed to compute average electrical properties are
indicated by the dashed outlines. Using results for the single processor and cell, a processor map

can be developed to carry out the required local communication amongst processors, necessary
for subsequent forward model calculations.
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Face Communication

Edge Communication

-

Figure 23. Local processor communication scheme used in the 3-D MP inverse. The solid cube
depicts the central processor that is sending and receiving from its neighbors. Both face and edge
communication patterns are indicated.
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Figure 24. Solution time for one iteration of the inversion versus number of processors
employed. Results are for the 8 well Richmond model used in the design experiment discussed
in Chapter IV of the report. The model is discretized at 114 000 cells for the forward model
calculations with -the inverse parameterization using 88 200 cells. The total number of
transmitters-receiver pairs used in the inversion is 1 848.
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Figure 25. Synthetic example, with wellbores, used to test the inversion algorithm. The data were

calculated from this model using an integral equation solution. Model is shown for different slices
from two different perspectives.
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Figure 26. Reconstructed conductivity for the synthetic example illustrated in Figure 25. The

wellbores used in the simulation are also indicated.
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Figure 27. Sum of squared error plotted against iteration number for the 0.2 S/m test body
shown in Figure 25. The squared error has been normalized by the variance of the noise.
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CHAPTER IV

ANALYSIS OF A 3-D CROSS WELL EM EXPERIMENT

Although synthetic examples such as the one presented in the last chaf)ter illustrate the

~ theoretical accuracy and limitations of a geophysical inversion algorithm, the real test of a scheme's

asefulness, versatility and robustness comes when data collected at a field site are inverted to

produce an image of the subsurface. In general the characteristics of the noise are much different

than the Gaussian noise assumed in synthetic tests and the data tend to be more sparsely sampled

due to survey time constraints than one would like. In addition with certain types of surveys, such

as a crosswell EM survey, the unknown accuracy of the source and receiver locations may provide
additional sources of error.

To illustrate the benefits provided by the full 3-D inversion code, as well as how these
problems affect the images, we have inverted a crosswell data set that was collected to monitor the
injection of a volume of salt water at depth. The versatility of the scheme is demonstrated by not
only producing 3-D images of the subsurface, but by also employing it for pre-imaging
experimental design and resolution analysis, as well as post-imaging error analysis. In addition,
the benefits of the massively parallel computer platform is demonstrated by the quick turn around

time for the images as well as the number of imaging experiments that can be accomplished within
a given time period.

THE RICHMOND FIELD STATION EXPERIMENT

« -+ The University of California's Richmond Field Station has been the location.of a series.of
salt water injection monitoring experiments since 1988, the purpose of which have been to simulate
both an enhanced oil recovery water flood as well as the injection of a contaminants and/or tracers
into an aquifer. The site contains several monitoring wells (Figure 28) as deep as 80 m which
show the geology to consist of unconsolidated alluvium to depths of 30 to 35 m overlying a
basement of sandstone and shale. The alluvium consists of muds and silts interbedded with layers
of sand and gravel and well logs show this upper section to have conductivities ranging from 0.2
to 0.02 S/m. The basement tends to be more resistive with conductivities as low as 0.001 S/m. In
addition the logs indicate that an unconformity of some type exists in the basement between the Inj

and NW wells. This unconformity is likely due to either steeply tilting stratigraphy or a fault.
Although more thorough descriptions of the experiment can be found in Alumbaugh and
Morrison (1995) and Wilt et al. (1995a), for completeness a brief description is given here. In May
of 1992, crosswell electromagnetic measurements were made by placing a vertical magnetic dipole
(VMD) source operating at 18.5 kHz in the central well, and making vertical magnetic field
measurements in the four surrounding wells (Figure 28) using the system described by Wilt et al.
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'(1995a). The measurements were made at Sm receiver intervals from 5m to 60m depth which
yields 11 receiver positions per well. A similar range of source depths was employed using a
sampling interval of 0.5m.

After this baseline set of measurements had been:completed, 50 000 gallbns of 1 S/m salt
water was injected into a gravel aquifer at 30 m depth through the center well in Figure 28. A
second set of measurements were then completed using the same parameters as in the baseline
survey. In addition, post-injection repeat data sets were collected between the injector and the NW
well, and the injector and the SW well at a time interval from the original surveys of one week and
two weeks, respectively. The purpose of these repeat measurements was to better quantify the
noise characteristics of the data. The experiment ended in June of 1992 prior to pumping out the
salt water.

The purpose of this particular experiment was to analyze how well the plume location could
be determined through crosswell EM tomography. Alumbaugh and Morrison (1995a), Liu et al.
(1995) and Wilt et al. (1995a) all employ EM inversion schemes that assume a 2-D cylindrical
geometry in which the geology is symmetric about the borehole containing the source. In all three
cases the plume was clearly shown to be migrating in a northerly direction. In addition, Newman
(1995) employs a 2.5D geometry in his inversion scheme which yields similar conclusions for the
data collected between the injector and the NW well. These conclusions all agree with surface-to-
borehole dc resistivity measurements made by Bevc and Morrison (1992).

Although these images were very successful in mapping the general migration route of the
plume, questions still remain about the 3-D shape of the plume. In addition, as demonstrated by

- --Alumbaugh and Morrison (1995a), assuming a 2-D geometry. can impose artifacts in the images.if

the geology does not fit the 2-D assumption. Thus to better describe the shape of the plume as well
as more accurately resolve the geology, a 3-D inversion scheme is needed.

EXPERIMENT DESIGN AND RESOLUTION ANALYSIS

One of the critical questions when trying to image geologic structure is what acquisition
parameters are needed to adequately resolve structures in the subsurface? If the data have already
been collected then the question becomes given the survey acquisition parameters, what resolution
can we expect to achieve from the data? Thus before inverting the Richmond Field Station data we
shall employ the 3D inverse to try and answer these questions. However, because the experiment
actually took place before these simulations could be conducted, the focus here will be to predict
how well the plume and assumed electrical structure of the site can be recovered, and what
improvements could be made to the survey configuration to improve the resolution.

Figure 29 shows the synthetic model employed in this simulation. Horizontal slices of the
electrical conductivity from the zero to 60 m depth illustrate conductive sediments overlying
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resistive basement. The finer structural features that we are trying to resolve include the conductive
salt water plume at 30m depth within a thin (4m thick) aquifer, a vertical contact between resistive
units within the basement, and a thin (4m thick) conductive channel at 22m depth within the
~ overburden at the location of the SE well. The basement contact and the channel have been
included in the model using information from the northeast and southeast well logs. A source
sampling interval of 2.5 m -was employed from 5m to 60m depth as will be employed when
imaging the data, and a receiver sampling of Sm was used as in the experiment. This yields a total
of 924 data points. The synthetic results were calculated using the finite difference code described
“in Chapter II. (Note: we have not included the air-earth interface in this example. The exclusion of
this boundary is discussed in more detail in the next section.) '
Because all data contain some type of error, a necessity for producing accurate images
through data inversion is to estimate the quality of the noise. To do this we have analyzed the two
repeated sets of data taken after the injection. Wilt et al. (1995a) present the average errors for
these repeat data to be 2.2% in amplitude and 0.8 degrees in phase, and 3.3% in amplitude and 1.1
degrees in phase for the INJ-NW and INJ-SW repeats, respectively. A more rigorous way to
analyze the noise is to look at the mean and standard deviation of the errors as a function of
common source-receiver offset. As shown in Figure 30, this type of analysis shows the
repeatability noise to decrease at the same rate as the signal amplitude for shorter offsets, and then
become approximately constant for longer offsets. This implies that at these larger offsets the noise
as a percentage of the data is going to be much larger than at the shorter offsets. The noise model
that we have employed here is based on this analysis and assumes random Gaussian noise with a
-~ standard deviation equal to 2%- of the magnetic field for amplitudes greater than 1x10-6 A/m, anda
standard deviation equal to 2x10-8A/m when the field drops below this value. The data were then
weighted within the inversion scheme with this noise distribution, which effectively downweights
the longer offset data.

The image resulting from the simulation is given in Figure 31, and in Figure 32 we have
plotted the average residual error as a function of the iteration number. Notice that the residual
decreases smoothly and flattens out as it approaches the estimated noise level. The forward and
inversion domains consist of 46x46x54 and 42x42x50 cells, respectively, and thus a total of
88 200 cells were used to estimate the electrical conductivity. However for compactness only
34 000 cells within the region of interest are shown in Figure 31. To run this using 512 processors
of the Intel Paragon took approximately 6 hours, or 1/2 hour per iteration where the inversion was
launched assuming a whole space of 0.033S/m.

Figure 31 shows that we have recovered the general geology of conductive sediments
overlying resistive basement as well as the location of the plume remarkably well. However,
notice that the sharp edges of the plume have not been recovered; this is to be expected from a

scheme that imposes smoothness constraints on the solution. In addition notice that neither the
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channel structure, the aquifer nor the contact within the basement are imaged very well. We feel
that the former is caused by too large of a receiver sampling interval in the vertical direction. We

- ‘have deduced this because the plume and the channel are both 4m thick. However the source
sampling interval within the plume is 2.5m, while the receiver sampling interval within the channel
"is-5Sm. The plume is recovered by the finer sampling interval while the channel is not. Thus the
receiver sampling interval needs to be decreased in order to recover finer structures.

- The inability to-resolve the aquifer may-also be attributed to insufficient receiver sampling.
However the aquifer is a resistive target of fairly low contrast with respect to the background when
compared to the conductive targets. Thus because cross well EM is-an inductive method, the
aquifer may not be generating enough of a scattered response to be resolved.

With regards to the basement contact, we believe that the resolution can be improved if a
higher frequency is employed. This is based on the fact that the basement structure is fairly
resistive such that there is only 1/2 skin depth of attenuation between the wells compared to 1.5 to

" 2 skin depths -attenuation in the conductive sediments. As demonstrated by Alumbaugh and
Morrison (1995b), greater attenuation implies greater resolution. Because an increase in frequency
implies an increase in attenuation, a higher frequency should provide better resolution.

However, part of the problem in accurately recovering the basement structure, especially
the formation of the relatively conductive artifact near the source well in Figure 31, can be rectified
by employing more complete data coverage around the imaging region. This is illustrated in Figure
33 where we have simulated and imaged a data set that includes four additional receiver wells
between the four original wells. This example took 7 hours to run using the same number of

"~ processors as‘above: Notice that-the artifact near the central well has disappeared, and that.the

contact though distorted is better defined. In addition there is a minor improvement in locating the
position of the channel as well as the conductivity distribution within the plume. However notice
that the general shape of the plume has not been altered. Thus, although we may have problems
with the Richmond data in imaging structures finer than the source and receiver sampling intervals
and fully recovering the basement structure, we should be able to accurately locate the position of
the plume which was the primary objective of this experiment.

ELECTRICAL RECONSTRUCTIONS OF THE FIELD DATA
Initially the data were weighted using the same noise estimates as used for the synthetic
examples in the previous section. Unfortunately, the normalized residual error refused to converge
when this noise model was employed, which indicates that we were giving to much weight to poor
quality data. Thus we chose to weight the data by two percent of the maximum amplitude for each
source relative to all the receivers in a given observation well. This type of weighting puts more
emphasis on short offset positions compared to the long ones; because the data quality tends to be
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better when the source and receiver are close together, this gives greater weighting to good data.
This weighting scheme was found to allow the inversion to converge.

~ A second major difference between the Richmond data and the simulations above is that the
measurements at Richmond were made in the presence of the air-earth interface. Because the
~inclusion of -a half space interface is computationally more demanding, employing this as-a
background model could cause the inversion scheme to run much slower. To determine if we
" ‘needed to employ a half-space rather than whole-space within the.inversion,.a synthetic data set
was calculated for the model in Figure 29 which contained this boundary, and then this data
inverted assuming a whole space. It was demonstrated that the half-space effects rapidly decreased
with increasing depth and thus it was determined that we could launch the inversion assuming a
0.033S/m conductive whole-space.

The image resulting from the pre-injection data is given in Figure 34, the post-injection data
in Figure 35, and the average residuals for the inversions in Figure 36. These each took
approximately 4 hours to run using 512 processors of the Paragon. Both images clearly show the
conductive overburden as well as the resistive basement. In addition, the plume is evident in the
post injection image (Figure 35) at 30 m depth to the north of the injector well. To emphasize the
plume we can subtract the pre-injection image from the post-injection as illustrated in Figure 37.
Although the plume is evident from 26 to 32 mdepth which corresponds to the injection interval,
the thickness is not evident here because we have only included selected depth slices.

Conductive zones also appear within the overburden in Figures 34 and 35 between the
receiver wells where there is no data coverage. Because these did not appear in the synthetic
“example (Figure 31)one would tend to imply-that these zones represent structure. One.alternate
suggestion is that the different weighting scheme used to invert the data has somehow caused less
sensitivity to these regions resulting in artifacts. To rule this out we inverted the synthetic data
employing the same data weighting scheme as employed in this section and found no generation of
these phenomena. A second more plausible explaination is that these are artifacts caused by
inaccurate knowledge of the source and receiver locations. To demonstrate how this idea was
developed, we next examine the residual errors between the measured and predicted data for each
individual source-receiver combination.

ERROR ANALYSIS
Alumbaugh and Morrison (1995b) show that by plotting the residual error as a function of
source and receiver position, one can determine if there exists a non-random bias either in the data
or in assumptions made within the imaging scheme. In that particular example they show how
large biases in the residuals and artifacts in the images can result if a 2-D model geometry is
employed within the inversion for imaging data generated in a 3-D media. Here we can be fairly
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confident that because we are using a full 3-D model geometry this type of bias will not exist. Thus
any non-random component of the residual that does appear is more likely to be due to errors in the
data collection process.

Before presenting the residual errors between the Richmond field data and the predicted
data of the final images, it is instructive to investigate the residuals from the resolution analysis
section. Here the plotted values are simply the-difference between the measured and predicted data
-~normalized-by-the weighting. Figure 38-shows the residuals for the image. in Figure 31 when.the
receiver is in the NW well. Notice the random pattern which indicates there is no bias in the data.
This is to be expected because the noise that was added is random in nature. However, as
illustrated in Figure 39 this is not the case for the post-injection data collected in the Richmond
experiment. (The pre-injection data residuals demonstrate almost and identical response and are not
shown here.) The residual gradually increases with increasing source and receiver depth such that
the largest errors are observed when both sensors are located in the basement. Further, the
southeast well has the largest residuals, which can be as large as 10. Because the data weighting
was 2% of the maximum amplitude, this normalized value is equivalent to 20% amplitude error.
Note that the residuals in the imaginary component of the data are always less than corresponding
real component. This is expected because 1) the high resistivity of the basement coupled with the
~fairly low frequency ensures that the measurements were made in the quasi-static field so that the
real part of the field is much larger than the imaginary and 2) the weighting was based on data
amplitude rather than the real and imaginary components separately.

The clustering of large residual values in the basement indicates that the data are some how

“ “biased ds the source and receiver get deeper-into the earth.-One possible source of this error.could

be a deviation in the wells from the assumed vertical orientation. Numerical experiments with a two
layered-earth model (conductive overburden and resistive basement) showed that a similar bias can
be produced if the predicted data are calculated assuming the wells are straight but the
measurements are made in boreholes that are deviated. A deviation as little as 1/2 to 2 m at the
bottom of the wells was found to produce errors on the same order of magnitude as those
observed.

To further test this idea, the data employed in the resolution analysis portion of this chapter
were again run through the inversion scheme assuming two different scenarios: (1) the bottom of
the observation wells were assumed to be deviated in towards the injector well and (2) the bottom
of the wells were assumed to be deviated outward away from the injector. This was accomplished
by taking the synthetic data that were calculated assuming vertical wells and altering the horizontal
locations of the receivers with depth in the inversion. Specifically the inward or outward receiver
deviations at each depth were calculated by assuming zero horizontal offset at the surface and
linearly varying it downward such that at 60m depth the horizontal offset was 2 m for the southeast
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well, 0.2 m for the southwest well and 1 m for the northeast and northwest wells. These values
were selected based on the size of the data residuals observed in the field experiment. Here the data
weighting scheme employed was identical to that used in the inversion of the field data.

The data residuals for the two scenarios are illustrated in Figures 40 and 41, while the
resulting images are given in Figures 42 and 43. The residual plots show a bias along the diagonal
near the bottom of the wells which in general is very similar to those of the data. In addition notice
- that if the receivers are assumed to be closer to the source than is actually.occurring, the residuals
are positive along the diagonal. If the reverse is true the residuals are negative. Thus we can
crudely determine the errors in positioning of the receivers with respect to the transmitter.
However, because the injector well could also be deviated we can not determine the exact location
of the sensors with this analysis. Finally, the electrical reconstructions for the two scenarios in
Figures 42 and 43 clearly show the presence of artifacts resulting from the sensor location errors
that are similar to those observed in Figures 34 and 35. However, notice that the plume is siill
fairly accurately located.

CONCLUSIONS
The 3-D inversion scheme has been successfully employed to image data collected in a
crosswell EM experiment. The scheme has not only provided images of the site, and especially of
the injected salt water plume, but also has been demonstrated to be of great use in defining the
resolution of the experiment as well as what type of errors are present in the data. From this
analysis we have determined that 1) the plume is fairly well resolved with this configuration and 2)

~=the wells-at the Richmond Field ‘station are most likely not vertical, but rather are deviated with

increasing depth. In addition the speed and versatility of the massively parallel computer platform
has been demonstrated; jobs that only take 3 to 4 hours on the Intel Paragon could take as long as a
week on a high end workstation.

In the near future we will be analyzing other data sets that employ different source and
receiver configurations. Although we are currently limited by the number of sources and receivers
that can be employed, we are currently looking at methods to remedy this situation as outlined in
chapter III. Finally, we would like to suggest that any geophysical imaging experiment that
includes measurements within boreholes should have the wells accurately surveyed in to determine
if any deviations exist. As illustrated here, this can have a large impact on the accuracy of the
resulting images.
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Figure 28. Layout of the Richmond-field site experiment.
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Figure 42. Conductivity reconstruction for the four well test model
assuming the wells are deviated toward the injector.
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CHAPTER V

CONCLUDING REMARKS _ A

This report has demonstrated techniques that can be used to construct solutions to the 3-D
electromagnetic inverse problem using full wave equation modeling. To this point great progress
has been made in developing an inverse solution using the method of conjugate gradients which
employs a 3-D finite difference solver to construct model sensitivities and predicted data. The
forward modeling code has been developed to incorporate absorbing boundary conditions for
high frequency solutions (radar), as well as complex electrical properties, including electrical
conductivity, dielectric permittivity and magnetic permeability. In addition both forward and
inverse codes have been ported to a massively parallel computer arcl&itccturc which allows for
more realistic solutions that can be achieved with serial machines.

While the inversion code has been demonstrated on field data collected at the Richmond-
field site, techniques for appraising the quality of the reconstructions still need to be developed.
Here it is suggested that rather than employing direct matrix inversion to construct the model
covariance matrix which would be impossibie because of the size of the problem, one can
linearize about the 3-D model achieved in the inverse and use Monte-Carlo simulations to
construct it.

‘Using these appraisal and construction tools, it is now necessary to demonstrate-3-D
inversion for a variety of EM data sets that span the frequency range from induction sounding
to radar: below 100 kHz to 100 MHz. Appraised 3-D images of the earth’s electrical properties
can provide researchers opportunities to infer the flow paths, flow rates and perhaps the
chemistry of fluids in geologic mediums. It also offers a means to study the frequency
dependence behavior of the properties in situ. This is of significant relevance to the Department
of Energy, paramount to characterizing and monitoring of environmental waste sites and oil and
gas exploration.

A key obstacle that must be overcome if 3-D inversion is to be practical is the availability
of reliable parallel computing platforms. Unreliable and over-used platforms, such as the Intel
Paragon, while good for designing and testing research software, are not feasible for production
work. For example, typical waiting times in the queue for jobs to execute on the Paragon can

be a week or more with a high probability of a system crash at any time.
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APPENDIX A
The perfectly matched layer concept proposed in 2-D by Berenger (1993) and 3-D by Katz
et al. (1994) was originally devloped for time domain simulation of Maxwell's equations. Here we
demonstrate that this method is valid for the 3-D frequency domain Helmholtz equation for the
scattered electric fields using the method of Chew and Weedon (1994). First we simplify equation
(7) by assuming that we are at a boundary far away from any zones of anomalous electrical
properties such that it can be written

V;, xV, xE* +icoup(cp +i0)ep)ES =0. (A-1)

Because we are far away from any anomalous zones, a possible plane wave solution to equation
(A-1) along this particular boundary is given by

ES =E§e*T (A-2)

where k=kx§+k j+k,k and r=xi+yj+zk. Because VXE§ e*T = ik x E§e* T, it is easy to

show that when equation (A-2) is substituted into (A-1), the resulting expression has the form

-kp Xk, X E° +iop, (op +ime,, )Es =0 (A-3)
where
A k A A
ke=k—xi+—lj+1‘2~k (A-4)
ex e e
and
ko kys koA
kp=-%2i+-Xj+-Zk. (A-5)
hy h~ h

Using a vector identity, the left hand term in equation (A-3) can be expanded to yield
s . . s _

(kh -E )+ zcoup(cp + zmep)E =0. (A-6)

Because we are in 2a homogenous region absent of any free 'secondary' charge,

V, -ES=k, ES=0 (A7)
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and thus we are left with

(kp e, JE + iwopp (0, + ioog, JES = 0 : (A-8)
or ,
1 2. 1 2 1 o5 5
by ky=——k2 +——k> +——kZ =% -
P ek T ey Y ey &2

where k2 = —i(oup(cp + imep).

Let us now assume that the plane wave is obliquely incident on an interface at z=c where ¢
is constant. Chew and Weedon (1994) show that the solution to equation (A-9) is that of a 3-D
ellipsoid which is satisfied by

ky =K+/e h, sinBcosd (A-10)
ky =K, eyh, sinOsin¢ (A-11)
and

"k, =K4[e,h, cosB. (A-12)
In addition they find the reflection coefficients for the TE and TM modes at the boundary to be

RTE _ kizeaztlo — kpzerglly

(A-13)
kizeazM2 + kZZelz}'Ll
. and
RTM - klzh2z.{;72 - kZZhlz.‘:)l (A-14)

kyzho 3o + kol 9

where the 1's represent the properties of medium the incident wave is traveling through, the 2's
designates the medium it will be transmitted to, and y;=0; +iwe;.

Phase matching will occur if kj, =ky, and k;, = kp,. To accomplish this we first set the
material properties of the two media to be identical (k; =kj)and then choose h, =e, and
hy, =e,. If we now let e, = e, =€1y =€y=1, and furthermore set 61 = 87 and ¢ = ¢, then the
two reflection coefficients in (A-13) and (A-14) are zero and no reflections are generated at the
interface. However by making e,, complex, we provide additional loss in ky, which causes the

wave to more rapidly attenuate in medium 2 than it would otherwise.

95



It must be mentioned that three assumptions have been made in this analysis which can not
be incoporated into the 3-D FD modeling scheme. The first assumption is that e,, e,, h, and h,
do not vary along the 'z' interface. In the corners of the mesh these values are also varying to
incoporate absorption along the x and y interfaces, and thus perfect matching can not occur in these
locations and reflections will be generated. However we have not experienced any serious
- problems with regards to this phenomenon. The second assumption that we have made here is that
~ the interface is located far away from any regions of anomalous electrical properties. Nevertheless
- as the results in Figure 10d and 10e indicate, the PML is valid even when the stretching occurs
within these regions, for instance at the mesh boundary located at the bottom of the model shown
in Figure 10a. Finally, it is assumed that h; =e¢; for j=x,y,and z. As shown in Appendix C, hjis
actually a weighted average of the e; values assigned to two adjacent cells where the weighting
depends on the cell dimensions. However by using both a constant value of ¢; and a constant cell
size throughout the PML region, any problems with this assumption can be avoided.
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APPENDIX B
To develop an expression for the modified Helmholtz equation for the scattered electric
fields we start with the modified Maxwell's equations given in expressions (1) and (2) where the
modified derivative operators are given by expressions (3) and (4). We now define the primary,
or background fields that exist in the stretched system to be

Ve X EP = —icop HP — ioMP (B-1)

and
V, xHP = (cp + io)sp)EP +JP. (B-2)

Subtracting (B-1) from (1), (B-2) from (2), and adding and subtracting an arbitrary source term to
each equation yields

V, X E® = —iopH* + iop HP + (i(ouHP - ia)qu) (B-3)
and

V,, xH® = (c+iwe)E* - (cp +iwe, )E*; +[(0'+ icoe)EP - (o +iwe)EP ] (B-4)

Properly subtracting the source terms yields the modified versions of Maxwell's equations for the
scattered fields:

'V, xE° =—iouH® - io(u—p, |HP (B-5)
and

V, xH® = (0 + i0e)E® +(c—cp & ico(e—ep))EP. (B-6)

To derive the modified Helmholtz equation from these two equations, for numerical
stability we first multiply (B-5) by pp /i to yield

i-'ive X E® = —iouH® - iop, @«__;i)Hp. B-7)
M

Taking the curl of (B-7) results in the following expression;
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7 x%—f—Vc XE® = —iouV;, xH® —iop,Vy x{—(u;uup—)Hp} : (B-8)

Finally, the right hand side of equation (B-6) is substituted for the V;, XxH® term in the above

equation to arrive at the modified Helmholtz equation given in expression (7).
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APPENDIX C
To develop the finite difference equations we start with the modified Helmholtz equation as -
given if equation (7). First let us expand out the two first order curl operators, i.e.,

s s). s s,
Ve><ES=[iaEZ 1B ]i+(—1—aE" - Lo jj+ (C1)

e e, 0z e, Ox

y 0y e, Oz
(1 0By’ 1 aExSJA
— Y
e; 0x e, dy

and

ool BHe) | (18 (Bamp)H? 1 9 (wy-mp)EyP ).
L ROy Ky hoz u,

c-2
hy 0z Hyx hy 0x Hy 2

i_?_(”y ~ Hp JHyP ___}_i(”x ~ Ip JHx? i
hy ox Ly hy dy Ky .
In this expression, Ly for w=x,y,and z represents the magnetic permeability that is averaged

across the face of two cells in the w'th direction. Next, expanding the second order curl on the left
side of equation (7) we find that |

[_I__a_(_ux_-u_xa)ﬁf_‘i_-l_i(_uﬂﬁ]g+

1 s|_[ 19 Mp OBy*) 13 Wp 3B |_
V"’X[TPVfXE]"(hy ay{uzix ax) hyay(uziy ay}

19 By 3ES) 1 3f Bp 3ES |
h, dz| pye, oz h, 0z{ Wye, oOx
s s
10| Hp 0Ez +_1__a_ Mp OBy | (C-3)
h, 0z Uye, dy h, 0z\ pye, oz
S S
1O Hp 9By | 19 Pp OEc |ls,
hy 0x| Hye, OX hy 0x{ Wsey Oy
1f Mp 3B} 1 Of My |
hy 0x{ Wye; 0z | hy Ox|pye, oOx )

N \

13 ( Bp oES +ii£up BEys)f(
hyay Kxey dy hyay Hxe, oz .
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Now let us examine the parts of the Helmholtz equation corresponding to i, j, and k separately

since these are the three equations that we are going to be solving at each node. For the i
component we have )

_1_.2_ I»L_paEys .._l__a_ __%__.a:._E}_i _Eﬂ_a_ _I__aExs + (C-9)
hy oy Mzex Ox hy dy|\ n.e, Oy h, 0z| uye, 0z

1 a up aEZS . . S __ _ . P

EE(R = ]+ lO)]J.p (C + l(DE)Ex =-l10l, (G Cp + l(D(E - Sp ))Ex -

hy, dy I, h, oz By )
Approximating equation (C-4) with finite differences yields

hp | 1 (Ey% . )—;(E |-
].in+1 flk (exiAxi) i+],j+1.k ij+3K (eyjAYj) i+3.j+1k i+3.,5.k
14 \

-
Hp 1 Ey® : —-Eys._ . -—1 Exs‘ . -Ex8 . > 1 +
e o | (egAxp)| iLidk il (eyj_l Ayig )\ bk iehiLk (hy] Ay j)

( \]
= 1 [E o -ES IJ—; B B ||-
Ky (exiAxi) i+Ljk+75 iLjk+y (ezkAZk)\ i+5,),k+1 i+5.5k /]

/

Hp L (Ezsv S . SR Ex® L -Ex® } —1_——+
Ly (exx;)| i+Lik-d ikl | (egaBziq)\ i+dik T islikel ||| (hyAZy)
i)

iy, Ex® = —iO,| ¥ -3, [ExP - C-5
Mo i+1,jk Mo (yi+%,j,k P ] i+1jk (€9)
- (Hy“%’j'k‘“% l-lp) p (uyi*’%'j'k‘% !ip) p 1
k) u Hyi+l,j,k+l_ Hy Hyi+l,j,k-l (halzy)

yi+%,j,k+% 272 i+2.jk-1 272
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where now y =0 +iwe. In this expression Aw; for w=x,y,z and 1=i,j,k represents the width of
the I'th cell in the w'th direction. Similarly AW is the distance in the w'th direction between the
centers of cells 1 and 1-1. Notice in this expression how the finite differences and the stretching
parameters conveniently group together. It is also apparent that because AW is essentially the
weighted average of the widths of cells 1.and I-1, h,,, is the weighted average of e, and e, .

We can similarly expand the equations for the 3 and k terms which yields

\
e
N———
|

1 1
Hp 2 B |-——IBy® ~ -Ey’ |
My, 11,1 (ey.Ay.) iL,j+Lk+5 1,J,k+—2— (ezkAzk)\ Lj+7.k+1 L+,
iLj+5.k+3 1=
2772

g -
up 1 EZS-- IQEZS-- 1]+ 1 Eys.. 1 =Eys.. 1 J _'_—1.__+
l—lxi i+ 1,1 (eyjij) 1,J+l,k-5 1,J,k-§ (ezk-lAZk-l) 1,J+§-,k 1,J+5,k-1 (hzk Azk)
Sty k-5

= 1 Ex. 1 -Ex Lig | ; [Eys 1 ~Ey* 1 |7
Mz 11y (eyJij) ihjtbk iehik ) (enAxi)|isliehk ik
L 7k

5?.’

<

- B Lo TER J—*—}——(Eys.. = J T
llzi 1 j+1 K (eyjij) 1-§,J+1,k I-E,J,k (exi_lei_l) l,j+§,k 1-1,J+§, (hxiAxi)
- 1.

-2-, et
l(Dl-prpEy 1 =—i®Hp(5’; 1y -y)Ey‘-’“l = (C-6)
ST | BITR J  bitpk
_( . ;
K Ux -
1 1 P 1 1 P
o[22 g ke e 1 _
’ i+l 1 i’1+% k+% X.. 1.1 i,j+%, 4 (hzkAZk)
J+§ k+-2— 1;J+2’ 3
\-- -‘ \
| - -1
(uz“l’j*l"‘ up] [uzl-l ppk P ] 1
22 HZP - HZP _ |
Hz ., i+1j+l k Bz ., i+l k (hxlel)
1+ J+§'.k 1-—2-’J+i’k
and
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;,Ly_ Lo (ezkAzk) 1+—,_],k+l 1+—-,_],k (exiAxi) i+1,j,k+—%- i,j,k;ig-zl- |

l+§',_],k+§
i 1 1 1
P Ex® - -Ex® Lo TS E2® . -—Ezs_ o —t
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Bp 1 : s T
(e Az ) Eyij+lk+l _Eyij+—1-k _(e A ) E213+1 k+— _;k+
1_y+—k+— &=k Y T i bTAN ~

a - . (Eys.., -By* | )-—1—(52?. ]
}.!.xi j-l ol \ezkAzk) z,,---z-,k+1 :,3-5,k (eyj-lAYj-I) 1,3,k+— 13 -Lk+i l”YJAyJ
2Tt 2

° A S —_— A - _ _
- iy EZ ! = w)up[yi,j,m . yp)Ez (C-7

ux 1 1 - P"p .Pix 1 1 - up
. Lj+=.k+=5 ij=.k+=5 1
i 3 22 J pr k 22 }pr

, +— k+— i+l ( -A—-)
uxl _|+-— k+— b Hx 13-— k+— 2 hyj Y]

1
1

i i RS 1 .
!"l‘y. . . . l+§9Jvk+§' “’y 1 l'—,J,k+-§- (hx!Axl)

respectively. Unfortunately the above equations will not produce a symmetric matrix. Thus
symmetric scaling must be applied with equation (C-5) being multiplied by

(exiA%; (AT (g AZy ), equation (C-6) by (rgAX;)(eyAy;)(haAZ), and (C-7) by
(hxiAii)(hyjAy'j)(ezkAzk).
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APPENDIX D
The inverse problem can be formulated to allow for positive parameters with a lower

bounding constraint by using a log parameterization. To accomplish this we first define a
perturbation in the model as '

ém®) = (m-m®) (D1)
and then use the differential form of the natural log function to write
dm®) = (m®-¢) din(m-e), D2)
where
éln(m-¢) = In((m-¢)) - In(m®-¢)), D3)

with m and m® > ¢, and ¢>0. Following the form of equation (20) and using equations (D1),
(D2) and (D3) we can define a new functional,

S = [D((d-d"®)-AP§In(m-¢)))* D((d-dP)-A™5In(m-¢))) - %]
+ A(Win(m-¢))!(Win(m-¢)), . (D4)

where the modified Jacobian matrix A® is obtained by multiplying by columns of the original

matrix with elements of the vector (m®-¢). Minimizing the above expression with respect to

In((m-€)), enforces the lower bound positivity constraint, where

In(m-¢) = [(DA™) (DA™) + NW)(W)I* (DA™)' (Do) ®5)

and

6d'® = (d - @°® + APInm®-¢)). (D6)
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Once In(m-¢) is determined, the parameters themselves follow from the expression
m = e"®9 4 ¢, _ . D7)
With this new formulation, the inversion process is designed to deliver smooth estimates of

 In(m-¢). Nevertheless, with-a prudent selection of the regularization parameter, we can also

expect smooth reconstructions for the model parameters, m, themselves.
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---expression for the first matrix-vector multiply:

APPENDIX E
Computational efficient and compact forms of the two matrix-vector multiplies are

necessary if the inversion is to be practical. Consider fully expressing the matrix vector multiply
in equation (28) as,

M

Yi =D Ay, ED

k=1

where the summation is over M electrical parameters. The entry D is the jth entry of the data
weighting matrix and A, is an element of the Jacobian matrix. These elements are assumed to
be real valued, where real and imaginary components are treated as separate elements. Because

the real and imaginary components of the Jacobian matrix are jointly expressed in equation (27)
as

9d/am, = g! K*(3s/dm, - OK/om,E,), ®2)

we can redefine the data weighting matrix, D, to be complex to arrive at the following

M
y; = Cmplx(Re(g K™ L u,(3s/0m, - dK/dm,E))Re(D;),
k=1
M
Im(g K* T u,(ds/dm, - dK/dm,E)Im(D,)), (E3)

k=1

where y; is now assumed to be complex instead of real.

The second matrix-vector multiply in equation (29) can be expressed as

105



z, =L A Dyy;, (E4)

where 2N is the number of data used in the inversion and where components subscripts j=1,N
correspond to real entries while components j=N+1,2N correspond to imaginary ones; note
quantities, D; and y; are regarded as real valued by this splitting. By associating real and
imaginary components as a joint term in the above summation, we can also express equation

(EA) as

N

z, =L (A Dy y; + Ajink Djsnjan Yien)- (ES)

j=1

Next combining elements as cmplx(Ay,Ajn ), cmpIX(Dy,Dj4n j+n) and cmplx(y;,y;.n) and
because z, must always be real, we find

N

z, = Re T cmplx(D; ¥j, Djsnjun Yisn) CMPIX(Ay, Ajiny), (E6)

=1

where ’*’ stands for complex conjugation. By treating Ay, D; and y; as complex and using

equation (E2), we finally arrive at
N

7 = Re(T Cmplx(Re(Dy) Re(y), Im(Dy) Im(y))” (g K* @s/om, - 9K/Om,E))).  (ET)

j=1
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APPENDIX F
To show that the vector ds/dm, and matrix dK/dm, each has 12 non-zero entries,-we start
with the vector Helmholtz equation for the scattered electric field, E,, (equation (7)), but we will
modify it such that magnetic permeability changes from free space, p,, are minimal. Thus,

VX v X E(r) + iop(o(r) +Hiwer)E,(r) = -iopd,(r), (F1)

with the source of the scattering given by

J,@®)={(o(r)-0"(r)) +iw(e(r)-e*(r)) }E(r). (F2)

Here we have assumed an e** time dependence with i=\/-1, where w represents the angular
frequency. In equations (F1) and (F2) the 3-D conductivity and permittivity variations are given
by o(r) and e(r), with ¢°(r) and €*(r) representing the corresponding background properties,
which for purposes here are either a whole space or a layered space. The electric field of the
background media, E°(r), drives the source vec;tor, and arises from an impressed dipole source.
The scattered fields are determined by imposing a staggered finite difference
approximation on equation (F1), using a rectangular grid with a Dirichlet boundary condition.
~Each cell in this grid has a conductivity and dielectric permittivity assigned to it, where the
scattered and source fields are sampled at the edges of the cell as illustrated in Figure 20.
Because of this sampling scheme the averaged electrical properties have to be determined at the
cell edges (refer to Chapter II for the details). These averages can be evaluated by tracing out
a line integral of the magnetic field centered on the midpoint of the cell edge. The resulting
average conductivity and permittivity are simply a weighted sum of the conductivities and
permittivities of the four adjoining cells, where the weighting is based on the area of each cell
that is bounded by the line integral. This is simple application of Ampere’s Law. A study of
Figure 20 shows that with the twelve field samples, equations (F1) and (F2) will require 12
averages of conductivity and permittivity, with each average involving the conductivity and
permittivity of the indicated cell. Since with every field sample, we have one equation in the
linear system, KE, = s, where s = J,, it follows that ds/dm, and the matrix dK/dm, each have

12 non-zero entries.
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